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ABSTRACT
This study proposes an extended geographical database based on
photo shooting history to enable the suggestion of candidate cap-
tions to newly shot photos. The extended geographical database
consists of not only subject positions but also the likely shooting
positions and directions estimated using the histories of the shoot-
ing positions and directions of the subjects. A user can add a cap-
tion to a photo by selecting an appropriate one from the candidate
captions. The candidate captions are acquired using the shooting
position and direction as a key to the extended geographical da-
tabase. In this paper, we present the results of experiments for
constructing the extended geographical database using a prototype
system.

Categories and Subject Descriptors
H.3 [Information Storage and Retrieval]: Content Analysis and
Indexing—indexing methods; H.4 [Information Systems Appli-
cations]: Miscellaneous

General Terms
Design

Keywords
extended geographical database, photo captioning, indexing, shoot-
ing position and direction

1. INTRODUCTION
The use of media recording devices such as digital cameras and

camera phones is becoming more and more widespread, and users

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
CIVR’08, July 7–9, 2008, Niagara Falls, Ontario, Canada.
Copyright 2008 ACM 978-1-60558-070-8/08/07 ...$5.00.

are therefore required to manage increasingly larger collections of
digital photos. Adding metadata is one approach to managing these
photos efficiently. For example, exchangeable image file format
(EXIF) [8] specifies metadata such as the date, time, camera pa-
rameters, position, and low-level image features. Cameras that can
receive a photo file in JPEG format embedded with the shooting
position by connecting to a GPS receiver are also offered commer-
cially.

A photo retrieval method using metadata [9, 24], methods and
user interfaces for the generation of a caption (or a tag) as for a
photo metadata [10, 13, 15, 17, 21, 23], and a method for indexing
photos using event segmentation [20] have been proposed. Meta-
data is also useful for blog services and photo-sharing websites,
which have recently become popular. These services enable users
to share their stored photos. For instance, Panoramio [2] and Zone-
Tag [3] have shown photos placed on a 2D map. They have man-
aged to store large collections of photos efficiently using location-
based captions, such as place or facility names, as metadata. Other
methods for managing geo-referenced photos have also been in-
vestigated. A photo-browsing interface that makes use of a map
[18, 19, 22], methods to automatically organize photos based on
geographical information [5, 11, 12, 14], and methods that suggest
geographical tags for photos [4, 7, 18] have been proposed. There-
fore, it is useful to add location-based metadata, such as shooting
position and place or facility name of the shooting position, to a
photo.

Naaman et al. [11] have proposed a method to acquire the place
name of a newly shot photo by referring to a photo from a database
that contains several pre-prepared photos along with their shooting
positions (latitude and longitude) and names (place, facility, etc.).
The shooting position of the chosen database photo is similar to the
position of the new photo. Fujita et al. [5] have proposed a method
to acquire the observed subject name of a photo in relation to the
shooting position and direction. Although such conventional meth-
ods provide a location-based name for a photo, photos, their shot
positions, and location-based names must be prepared in advance.
In addition, these methods may add a caption that is incorrect or
not wanted by a user, since captions are determined automatically.
On the other hand, a semi-automatic photo-captioning system us-
ing a geographical database and web retrieval to add an appropriate
caption to a photo has been also proposed [7].
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Figure 1: Flow diagram of extended geographical database construction for photo captioning.

However, for determining candidate captions for a photo, each
time it is needed, these systems require reference to registered data
on the shooting position of the photo and the extraction of candi-
date captions that are appropriate to the photo. The systems cannot
acquire appropriate candidate captions if the distance to the subject
is unknown or if there are occlusions with circumferential objects,
since the systems determine candidate captions based on a rela-
tionship between a subject’s position and the camera’s position and
direction.

In this study, we propose an extended geographical database con-
taining not only subject positions but also the likely shooting po-
sitions and directions estimated using the histories of the shooting
positions and directions of the subjects. Candidate captions for a
photo are acquired by referring only to the data corresponding to
the shooting position and direction of the photo by constructing the
proposed extended geographical database. This produces interac-
tive photo captioning while reducing the amount of reference data
and processing time needed to acquire the candidate captions. By
considering the history of the shooting position of a subject, cases
where appropriate candidate captions cannot be acquired because
of occlusion from other buildings can be prevented.

Supposing that ordinary users capture and provide captions to
photos at tourist sites, which include several subjects registered
in the extended geographical database, more appropriate candi-
date captions can be acquired by considering favorable positions
for shooting a subject (shooting likelihood of a subject), inferred
from shot histories. The histories of the shooting position and di-
rection, together with a caption, are acquired by a semi-automatic
photo-captioning system using the extended geographical database
and a web retrieval method. The system shows candidate captions
that are selected based on the shooting position and direction with
respect to a user, and the user then selects an appropriate caption
for the photo. In this study, we show the results of the extended
geographical database construction through photos acquired by the
captioning system.

In Section 2, we describe the proposed extended geographical
database construction based on the shooting history for photo cap-
tioning. Section 3 describes the prototype system along with ex-
periments on the extended geographical database construction. Fi-
nally, in Section 4, we present the summary of this study.

2. CONSTRUCTION OF EXTENDED GEO-
GRAPHICAL DATABASE FOR PHOTO
CAPTIONING

This section describes a framework to construct the extended ge-
ographical database for photo captioning. The extended geograph-
ical database is designed for photo captioning by considering not
only subject positions but also the likely shooting positions and di-
rections estimated using the histories of the shooting positions and
directions of the subjects. The extended geographical database is
shared by multiple users and is updated using the users’ feedback.

2.1 Overview of Extended Geographical Da-
tabase Construction

Figure 1 shows a flow diagram of the proposed framework. The
proposed system acquires geo-referenced and captioned photos us-
ing a semi-automatic photo captioning [7] based on shooting posi-
tion and direction to construct the extended geographical database.
The client system provides functions for capturing photos that con-
tain information on the shooting position and direction, and for
adding captions to the photos. Photo captioning is performed by
selecting a caption from a number of candidate captions, which are
suggested by the server. The server system manages the extended
geographical database. The extended geographical database is re-
ferred to obtain candidate captions for the photos and is updated
using user-selected captions and information on their shooting posi-
tions and directions in order to obtain more appropriate suggestions
for the candidate captions. The following are the steps involved in
this process:

Step 1. A user captures a photo using a camera, and the shooting
position and direction are recorded using a GPS receiver and
a compass, respectively.

Step 2. The system refers to the extended geographical database
using the shooting position and direction and obtains place
or facility names as the candidate captions for the photo.

Step 3. The user selects the appropriate caption for the photo from
the available candidate captions.

Step 4. The extended geographical database is updated using the
selected caption, shooting position, and direction as feed-
back.



(a) Likelihood for position.
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(b) Mainly-shot direction.

subject position mainly-shot direction of each position

Figure 2: Likelihood of a subject at a position of interest.

Step 5. The caption is added to the photo as metadata.

In Section 2.2, we provide the details of the proposed extended
geographical database. Section 2.3 explains semi-automatic photo-
captioning using the extended geographical database. Finally, Sec-
tion 2.4 describes the method of updating the extended geographi-
cal database using captioned photos that include the shooting posi-
tion and direction.

2.2 Extended Geographical Database
The extended geographical database consists of the following

items:

• geographical coordinates (latitude and longitude),

• direction,

• subject (place or facility) name,

• likelihood value of a subject shot at a specified coordinate in
a particular direction.

A subject’s shooting likelihood value is obtained by specifying a
coordinate, direction, and subject name. The value is determined
using the number of photos that have been shot at a particular posi-
tion in a particular direction. Calculation of the likelihood value
is detailed in Section 2.4. An example of the visualized likeli-
hood value data of a subject is shown in Figure 2. The colors in
Figure 2(a) indicate the likelihood value, and the arrows in Figure
2(b) indicate the main direction in which the shots were taken from
each position. In this study, the likelihood values are set to discrete
shooting directions at each position.

2.3 Semi-automatic Photo Captioning Using
the Extended Geographical Database

A user acquires a photo that contains information on the shooting
position and direction and adds a caption to the photo using the
client system shown in Figure 1. Figure 3 shows a flow diagram for
the addition of a caption to a photo. The user inputs a caption that
is appropriate for a photo by the following three inputting methods:

1. [DB] Selecting a caption from candidate captions acquired
by referring to the extended geographical database,

2. [web] Selecting a caption from candidate captions acquired
by relevant word extraction using web retrieval,

3. [key] Entering a caption using a keyboard.

These inputting methods achieve efficient photo captioning for users.
The following sections describe each inputting method.

2.3.1 [DB] Selecting a Caption from Candidate Cap-
tions Acquired by Referring to the Extended
Geographical Database

The server acquires candidate captions by referring to the ex-
tended geographical database based on the shooting position and
direction of a photo. The following are the steps in acquiring the
candidate captions.

Step 1. Subject (place or facility) names and their likelihood val-
ues, which are set for a particular shooting position and di-
rection of a photo in the extended geographical database, are
acquired.

Step 2. The subject names are sorted according to their likelihood
values.

Step 3. The sorted subject names are sent to a client as a list of
candidate captions.

The user selects an appropriate caption for the photo from the list
of candidate captions.

2.3.2 [web] Selecting a Caption from Candidate Cap-
tions Acquired by Relevant Word Extraction Us-
ing Web Retrieval

If the candidate captions acquired from the extended geograph-
ical database are not appropriate, new candidate captions are ob-
tained by relevant word extraction using web retrieval. For exam-
ple, a server extracts relevant names of buildings by web retrieval



2. Acquiring
candidate captions

Shooting position and direction

Selected caption

Entering caption

Selection of caption

Selecting
caption

Extracting relevant word 

using web retrieval

3. Selecting caption

Reacquisition of candidate captions 

Referring to extended 

geographical database
[DB]

[web]

[key]

Selecting
caption

Candidate captions

Keyboard/touchpad entry 

Figure 3: Flow diagram of captioning a photo.

Existing 

data

Relevant

place/facility name

Temple name

Building names in the temple

Kondo Toto Saito･･･

Yakushiji

Figure 4: Relevant place or facility name.

Keyword

Relevant words

Acquiring top M pages of web search results

Extracting nouns as wordi

Calculating relevancei between keyword and word
i

Sorting wordi i = 1, 2, …, N

N: Number of extracted nouns

Figure 5: Relevant word extraction diagram.

using a neighboring facility’s name as a keyword in the extended
geographical database (see Figure 4). Sato et al. [16] proposed a
relevant word extraction method using web retrieval. Since this
method aims to apply the extracted words to a dictionary, the main
purpose is to extract words accurately; therefore, the processing
time is not considered. On the other hand, our system considers the
processing time needed to achieve interactive captioning.

Figure 5 shows the flow diagram of relevant word extraction.
The relevant words are acquired as follows:

Step 1. The user selects a word (or words) related to the desired
caption from the candidate captions by referring to the ex-
tended geographical database. The selected word is sent to
the server and is used to extract relevant words. Hereafter,
the selected word is referred to as a“ keyword.”

Step 2. The server searches the Web using the keyword and deter-

mines the top M web pages from the search results.

Step 3. The server extracts words without HTML tags from the
web pages and obtains the part-of-speech and semantic classes
of the words using a lexicon. Nouns whose semantic classes
are relevant to the geographical subject names are extracted,
since they are appropriate for the geographical captions of
the photos.

Step 4. The indicator of relevance between the keyword and an
extracted noun is obtained from Eq. (1).

relevancei =hitkey∩wordi/hitkey∪wordi

=hitkey∩wordi/(hitkey + hitwordi − hitkey∩wordi )

(i = 1, 2, ...,N), (1)

where

relevancei :Relevance of wordi,

hitkey :Number of hit pages that include the given

keyword,

hitwordi :Number of hit pages that include wordi,

hitkey∩wordi :Number of hit pages that include both the

keyword and wordi,

hitkey∪wordi :Number of hit pages that include either the

keyword or wordi,

N :Number of extracted nouns.

The value of hitkey∩wordi is estimated approximately from Eq.
(2) to compute the relevancei according to the practical pro-
cessing time.

hitkey∩wordi � pagewordi |keyhitkey/pagekey, (2)

where

pagekey : Number of web pages acquired by web

retrieval using a keyword,

pagewordi |key : Number of web pages in which the wordi

appears.

The extracted nouns are sorted in descending order according
to relevance and are presented to the user as new candidate
captions.



Table 1: Hardware configuration of client system.
PC VGN-UX90PS (SONY) CPU: Intel Core Solo U1400 1.2 [GHz]
Camera built-in PC 1.34 [Mpixel]
GPS receiver BT338(GlobalSat) accuracy of position: 10 [m]
Digital compass InertiaCube3(INTERSENSE) accuracy of direction: 1 [deg]

(a) Update region for shooting
position.

(b) Update region for shooting
direction.

p0: shooting position

α: shooting direction

thp: threshold for position

thd: threshold for direction

Figure 6: Likelihood update in the extended geographical da-
tabase.

The user then selects an appropriate caption for the photo from the
available candidate captions.

2.3.3 [key] Entering a Caption Using a Keyboard
If the candidate captions acquired by relevant word extraction

are not appropriate, the user can enter a caption using a touchpad
or keyboard.

2.4 Update of Extended Geographical Data-
base Using Captioned Photos

In Step 4 of Figure 1, the extended geographical database is up-
dated using captions that contain information on shooting position
and direction. A likelihood value of a subject at a shooting posi-
tion in a particular direction is determined based on photo shooting
histories.

Figure 6 shows the updated regions. The extended geographical
database is updated for a region whose distance from a shooting
position within thp is given by

√
(−→p0 − −→pi)2 ≤ thp (3)

and a region whose angle from the shooting direction within thd
2 is

given by

|π
2
− α − θ| ≤ thd

2
. (4)

The likelihood set for position pi is calculated from Eqs. (5)-(7) on
the n-th update.

ln(−→pi) = ln−1(−→pi) + wpwd, (5)

wp =
1√

2πσp

e
− (−→p0−−→pi)

2

2σp2 , (6)

wd =
1√

2πσd

e
− ( π2 −α−θ)2

2σd
2 , (7)

Figure 7: Selecting a caption using the client system of proto-
type system.

where
−→p0 : Shooting position,
−→pi : Interest position,

α : Shooting direction (clockwise direction from north),

θ : Interest direction (counterclockwise angle from east),

σp : Standard deviation of normal distribution for distance,

σd : Standard deviation of normal distribution for angle.

The values of σp, σd, thp and thd are determined according to the
accuracy of sensors when capturing and captioning photos.

3. EXPERIMENTS ON THE EXTENDED
GEOGRAPHICAL DATABASE
CONSTRUCTION

We have implemented a prototype system and have conducted
experiments to confirm the effectiveness of the proposed extended
geographical database.

3.1 Prototype System
This section explains an implemented prototype system. The

prototype system consists of a client system for capturing photos
that contain information on shooting position and direction and for
captioning the photos, together with a server system that manages
the extended geographical database.

3.1.1 Client System
The client system consists of a PC, a GPS receiver, a digital com-

pass, and a camera built into the PC, as shown in Figure 1. Users
capture the photos and add captions using this system. The photos
contain information on the shooting position and direction as well
as location-based captions as metadata. The hardware configura-
tion of the client system is shown in Table 1. A user selects an
appropriate caption for a photo using the touch screen of the client
PC, as shown in Figure 7.

3.1.2 Server System
The server system manages the extended geographical database.

When information on the shooting position and direction is re-
ceived from the client system via the network, the server system



Table 2: Softwares used in the server.
Web server Apache 1.3.27
SQL server PostgreSQL 7.3.2
Servlet Tomcat 5.5.3, JDK5.0
Web search engine Google API [1]
Thesaurus Goi-Taikei — A Japanese Lexicon [6]

(x, y)

1
2
3
4

Likelihood

Subject

Direction

1 2 3 4 ・・・

Kondo 0.1 0.1 0.2 0.4 ・・・

Saito 0.0 0.0 0.1 0.3 ・・・

… ・
・
・

・
・
・

・
・
・

・
・
・

・
・
・

Toindo 0.1 0.2 0.1 0.1 ・・・

Figure 8: Data stored in the extended geographical database.

determines candidate captions for a photo by referring to the ex-
tended geographical database. Next, the server sends the candidate
captions to the client, and the user selects a caption from the avail-
able candidates. In addition, the system updates the extended geo-
graphical database with the caption selected by the user, along with
the information on the shooting position and direction.

Softwares used in the server are shown in Table 2. The server
system consists of an HTTP web server to connect clients and the
server, an SQL server to manage the databases, and a servlet to
access the SQL server with information acquired from the web
server. The captioning method of relevant word extraction using
web retrieval, described in Section 2.3.2, is implemented using a
web search engine [1] and a thesaurus [6].

Figure 8 shows the data structure of the geographical data, which
is set to a particular cell. The cell, whose coordinates (x, y) are de-
fined as the center of a region divided using a grid, is set as the
likelihood of shooting a subject in a particular direction. However,
all cells in a particular space do not need to be set in the extended
geographical database, since there are regions comprising build-
ings and regions that cannot be entered by users. Tables in the ex-
tended geographical database are designed so that cell records can
be added successively when the corresponding data for the cells is
obtained. Details of the tables are shown in Tables 3-5.

　 Cell: A record is defined using coordinates specified by latitude
and longitude, along with likelihood IDs.

　 Feature: A record is defined by the place or facility name (cap-
tion) corresponding to a subject.

　 Likelihood: A record is defined by the likelihood values for
discrete directions corresponding to a cell ID and feature ID.

The tables are designed to register only the required cells in an area,
in order to reduce the amount of data.

Table 3: Table of cells.
cell id x y likelihood id

1 34.6670 135.7840 {1,3}

2 34.6675 135.7840 {2}

… … … …

cell id x y likelihood id

1 34.6670 135.7840 {1,3}

2 34.6675 135.7840 {2}

… … … …

Table 4: Table of features.
feature id caption

1 Kondo

2 Saito

… …

feature id caption

1 Kondo

2 Saito

… …

Table 5: Table of likelihoods.
likelihood id feature id direction

1 1 {0.1, 0.1, 0.05, …}

2 1 {0.0, 0.0, 0.2, …}

3 2 {0.1, 0.2, 0.1,  …}

… … …

likelihood id feature id direction

1 1 {0.1, 0.1, 0.05, …}

2 1 {0.0, 0.0, 0.2, …}

3 2 {0.1, 0.2, 0.1,  …}

… … …

3.2 Extended Geographical Database Construc-
tion

3.2.1 Overview of Extended Geographical Database
Construction

The extended geographical database was built using 2545 pho-
tos of 26 subjects in Nara Park, Japan. The Nara Park is a world
heritage site with an area of 66,000 square meters. These photos
contain information on shooting positions and directions as well as
the captions in the form of metadata. Some of the positions of the
subject facilities are shown in Figure 9. Some shot photos are also
shown in Figure 10. The size of a cell needed to set the likelihood is
one square meter. The likelihood updating region for position thp is
10 m, and the region for direction thd is 90 degrees. These param-
eters are decided by considering the accuracy of the GPS receiver
and digital compass used in the experiments. The initial extended
geographical database includes data, which consist of pairs of fa-
cility name and its geographical coordinates (latitude/longitude) in
map software on the market.

3.2.2 Results of Extended Geographical Database Con-
struction

Figure 11 shows the extended geographical database construc-
tion processes for Daibutsuden. With an increasing number of shot
photos, the spreading cells, which are set as the likelihoods, and
likelihood values are confirmed to increase. In other words, the
greater the number of captioned photos added to the extended geo-
graphical database as feedback, the more appropriate the database
for efficient photo captioning. When the number of captioned pho-
tos is increased sufficiently, a small cell is registered anew in the
extended geographical database. This can be construed as the con-
vergence of data for captioning. Although the number of photos
for convergence depends on the size of a subject and circumferen-
tial environment, such as the observable area of a subject, in many
cases, the data can be converged by constructing the extended geo-
graphical database using several hundred captioned photos.

The results of construction of the extended geographical data-
base construction are shown in Figure 12. The colors in Figure 12
indicate the likelihood value, and the arrows in Figure 12 indicate
the main direction in which the shot is taken from each position. An
appropriate extended geographical database is constructed based on
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Figure 9: Position of subject facility.

the captioned photos of each facility, because most arrows indicate
the tendency of the direction of the shooting position to the actual
subject position. The arrows whose direction is different from the
direction of the shooting position to the subject position are the re-
sult of photos in which the captioned subject is not captured at the
center of the photo. For example, the shooting direction of pho-
tos shown in Figure 13 is similar to the direction of the shooting
position to the subject position, whereas the shooting direction of
the photos shown in Figure 14 is different from the direction of
the shooting position to the subject position. This problem can be
solved by excluding the corresponding photos as statistical excep-
tions when the system obtains more photos as feedback.

There are regions whose likelihood values are set low or are not
included in these figures because users cannot enter the regions or
because the subjective facilities are occluded by other buildings; in
these cases, the facilities are less likely to be shot by users. For
example, although a photo shown in Figure 15(b) shot from (B) in
Figure 15(a) whose likelihood is high captures Nakamon, a photo
shown in Figure 15(c) shot from (C) whose likelihood is low does
not capture Nakamon, which is occluded by Hakkakutoro.

More appropriate candidate captions for a photo can be presented
to a user since positions that are favorable and unfavorable for users
are determined through the construction of the extended geograph-
ical database based on the proposed method.

4. CONCLUSIONS
This study proposes a location-based photo-captioning frame-

work using an extended geographical database. This framework
considers not only a subject position but also the likelihood of the
shooting position of a subject, estimated from the histories of the
position from which the subject is shot, for location-based inter-
active captioning. Candidate captions for a photo are acquired by
referring only to the data that corresponds to the shooting posi-
tion and direction of the photo, using the proposed extended geo-
graphical database. In the experiments using the prototype system,
we have constructed the extended geographical database using cap-

Figure 10: Photos to be captioned.

tioned photos and their shooting positions and directions. This ex-
tended geographical database achieved efficient photo captioning
by considering the positions where a subject was occluded and the
favorable positions for users.

As a future study, we will develop a method for constructing a
more reliable extended geographical database by processing cap-
tioned photos with statistical techniques. We will also propose
applications using a constructed extended geographical database,
such as a location-based video annotation system.
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(d) 400th photo.

Figure 11: Extended geographical database construction process: Daibutsuden.
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(b) Likelihood for position (left) and mainly-shot direction (right) of Kagamiike.

subject position mainly-shot direction of each position

Figure 12: Results of extended geographical database construction.
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Figure 13: Photos whose shooting directions were similar to the
directions of shooting positions to subject positions.

Figure 14: Photos whose shooting directions differed from the
directions of shooting positions to subject positions.
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(a) Likelihood of Nakamon and shot vector of photos

(b) Nakamon (observed from
(B)).

(c) Occlusion of Nakamon by
Hakkakutoro (observed from
(C)).

Figure 15: Photos shot at different likelihood positions.


