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Abstract

This thesis describes a novel video mosaicing method which is capable of

generating a geometric distortion-free mosaic image. Video mosaicing, which

stitches partial images of a target into a larger image called a mosaic image, has

been used to obtain high resolution images of documents. Generally, mosaic

images are prone to two types of geometric distortions: perspective distortion

which appears when the target document is not fronto-parallel to the camera’s

image plane, and curvature distortion which is caused by projecting curved

surface of the target document to the image plane of the camera.

This thesis first focuses on a flat document, and proposes a perspective

distortion-free video mosaicing method for flat documents. In the proposed

method, extrinsic camera parameters are estimated for each frame by apply-

ing structure from motion technique to the captured video. Using estimated

extrinsic camera parameters, the method dewarps all the frame images and

synthesizes them on a virtual fronto-parallel plane to generate a super-resolved

mosaic image without perspective distortion.

Then, this method for flat documents is extended to deal with curved docu-

ments. This extended method generates a virtually flattened mosaic image of a

curved surface. In this method, first, extrinsic camera parameters, along with

∗Doctoral Dissertation, Department of Information Systems, Graduate School of Infor-
mation Science, Nara Institute of Science and Technology, NAIST-IS-DD0661201, August
21, 2008.
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3-D feature positions are estimated by structure from motion. Then, by fitting

a parameterized surface to the 3-D features, the shape of the curved document

is estimated. Using the estimated shape and extrinsic camera parameters, all

the frame images are dewarped to remove curvature distortion and synthesized

on a virtual plane to generate a mosaic image without curvature distortion.

Experiments on both flat and curved documents have been performed using

a prototype system. In each experiment, the mosaic image has been proved to

be distortion-free by quantative analysis on distortion.

This work differs from previous works in document digitization in that it

does not require any special hardware equipment besides a video camera. This

makes the method suitable for mobile solution, and is one step forward to

ubiquitous document digitization.

Keywords:

document digitization, geometric distortion, video mosaicing, extrinsic camera

parameter estimation, super resolution
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Chapter 1

Introduction

Document digitization technology has enabled us to store thousands of pages of

printed and written documents in a small piece of storage device in a computer,

and to share them on the Internet with people over the world. For many years,

flat-bed scanners have been commonly used for this purpose for their image

quality. Flat-bed scanners, however, are usually large and heavy, and are only

available in limited situations such as in office environments. On the other

hand, portable imaging devices such as digital cameras and cellular phones

with a built-in camera have become so popular, and there is increasing interest

in using these devices as alternatives to flat-bed scanners. Combined with

wireless connection, these devices will turn into portable facsimile machines

which allow us to scan and send documents anytime, anywhere. The concept

of this ubiquitous document digitization is shown in Figure 1.1.

Camera-based document digitization, however, has several problems to be

solved. One of the most critical problems is the resolution of the image acquired

with these devices. For example, 10M pixel cameras enable full A4 pages to be

sampled at about 320 dots per inch (dpi), whereas standard flat-bed scanners

enable sampling at a few thousands dpi.

Another problem is the geometric distortion in the acquired image. There

are two types of geometric distortions. One is perspective distortion, which

appears when the target document is not fronto-parallel to the camera’s image

plane. An example of this perspective distortion is shown in Figure 1.2(a). Due

1
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Figure 1.1. Concept of ubiquitous document digitization.

to the perspective distortion, lines of text and page boundary are no longer

parallel in the captured image.

The other type of geometric distortion is curvature distortion, which is

caused by projecting curved surface of the target document to the image plane

of the camera. This type of distortion is commonly observed for a bound

book, as shown in Figure 1.2(b). Distortion due to the curvature of the target

is evident in the curved lines of text and contour.

Various methods have been proposed to overcome the problems in resolu-

tion and distortion. In this chapter, we first review previous works in camera-

based document digitization. Then the positioning of this research against

previous works is defined. Finally, the outline of this thesis is given.
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(a) Perspective Distortion (b) Curvature Distortion

Figure 1.2. Geometric distortion in document images.

1.1. Previous Works in Camera-based Docu-

ment Digitization

Previous document digitization methods can be classified into the following

two types: methods for flat surface and those for curved surface. The first

type of methods assumes the target document is on a plane. This is a common

assumption which holds when the document is printed on a sheet of paper and

is placed on a flat surface, e.g. desk, wall, etc. The other type of methods

relaxes the above assumption of flat surface to curved surface. This kind of

surface is often observed when the target is a thick bound book and is opened

on a desk. In the following sections, both types of methods are reviewed and

discussed.
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1.1.1 Document Digitization for Flat Documents

In this section, we will have a review on camera-based document digitization

methods for flat documents.

As described earlier, document images will undergo perspective distortion

when the target document is not fronto-parallel to the camera’s image plane.

Various methods have been proposed to correct this perspective distortion.

The most straightforward approach is to utilize the contour of the target to

estimate the perspective. If the document can be assumed to be on a plane,

the transformation from the document plane to the image plane can be model

ed by a homography, which is defined by eight coefficients. The correction

of perspective distortion can be accomplished once the eight unknowns are

found. Since four pairs of corresponding points are sufficient to solve the eight

unknowns, Jung et al. [JKH02] extract four corners on the rectangular bound-

ary of the target to obtain four pairs of correspondences, and estimate the

homography for distortion correction. This method, however, is only applica-

ble when the rectangular boundary is captured in the image. It should also be

noted that this method is very prone to error if the detection of four corners

is unreliable.

Other methods utilise vanishing points to correct perspective distortion.

As described in [Rot00], from vanishing points, which are the intersections

of 3-D orthogonal lines, the perspective distortion can be recovered. In text

documents, such orthogonal lines is abundantly obtained as parallel text lines,

column edge lines, and page boundary lines. Thus, two vanishing points, one

in the horizontal direction and the other in the vertical direction, can be ro-

bustly estimated. Myers et al. [MBLH01] first detect text lines in the image

by connected component analysis after binarizing the image. Then, each text

line is rotated and the horizontal projection profile is analyzed to find the top

and baseline for each text line. Similarly, by analyzing the vertical projection

profile, the vertical edge lines is found. Finally, the horizontal and vertical

vanishing points are determined as the intersections of horizontal and vertical

lines, respectively. Once the horizontal and vertical vanishing points are found,

homography that maps the vanishing points back to infinity can be computed.
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Figure 1.3. Concept of video mosaicing.

By dewarping the image with this homography, perspective distortion is cor-

rected. Although these methods are robust compared to the methods based

on four point correspondences, they are only applicable to documents with

text lines. In case of documents with figures or photos, detection of vanishing

points would be unreliable, and thus, these methods would fail in correcting

perspective distortion.

So far, we have focused on methods for correcting perspective distortion. In

the rest of this section, we will review methods to solve the resolution problem

in camera-based document digitization. Various techniques have been pro-

posed to solve the resolution problem. Among them, a video mosaicing tech-

nique is one of the most promising solutions. In video mosaicing, as shown in

Figure 1.3, partial images of the document are captured as a video sequence,

and multiple frame images are stitched seamlessly into one large, high reso-

lution image called a mosaic image. Conventional methods usually carry out
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pairwise registration between two successive images, and construct a mosaic

image by warping all the images to a reference frame (in general, the first

frame). Szeliski [Sze94] has developed a method based on homography. In this

method, for every pair of consecutive frames, the homography which minimizes

the sum of squared differences between the two frames is estimated.

After his work, various extensions to this method have been proposed

[CKH+98, TSTT00, HCBH00, LQST01, MJ02, KH03, BCR02, GS03]. One

of the major extensions is the use of image features instead of all the pixels in

images in order to reduce computational cost [CKH+98, TSTT00, HCBH00].

Some methods introduce a global optimization process of homographies af-

ter pairwise registration in order to reduce cumulative errors in the estimated

homographies [MJ02, SHK98]. This process is sometimes called bundle ad-

justment.

Video mosaicing methods provide a simple way to construct a high reso-

lution document image with a low resolution camera. The drawback in video

mosaicing is that the user has to take special care in setting the camera’s im-

age plane in the reference frame to be fronto-parallel to the document plane.

Otherwise, the resultant mosaic image would suffer from the same type of

perspective distortion as described earlier. Figure 1.4 shows an example of

a mosaic image with perspective distortion. In this figure, the region corre-

sponding to the reference frame is shown in a white rectangle. As can be

seen, perspective distortion has been induced in the reference frame. Since

all the other images are aligned to this reference frame, the same perspective

distortion is observed all over the resultant mosaic image.

Combining video mosaicing with the above mentioned distortion correction

methods can solve this problem. Liang et al. [LDD06] first correct perspective

distortion in each frame image by utilizing vanishing points, and then syn-

thesize these images to obtain perspective distortion-free mosaic image. This

method, however, shares the same limitation as the above mentioned distor-

tion correction methods in that it can only be applied to documents with text

lines. It should also be noted that the detection of vanishing points, carried

out in each frame individually, can be unstable since only a small number of

partial text lines are present in each image.

6



Figure 1.4. Mosaic image with perspective distortion.

1.1.2 Document Digitization for Curved Documents

In this section, camera-based document digitization methods for curved docu-

ments are reviewed.

As described earlier, the curvature of the document causes non-linear dis-

tortion in the captured image, as shown earlier in Figure 1.2(b). In the field

of document analysis, various methods to remove this curvature distortion

have been proposed. These methods can be classified into the following two

types: methods based on 3-D shape measurement and those based on a priori

knowledge on documents.

The first type of methods measures the surface shape or image deformation

by special hardware equipment and restores the flattened image of the docu-

ment. Brown and Seales [BS01] measure the shape of the document using a slit

7



light projection device. Then, an elastic mesh model is fitted to the 3-D shape,

and by pushing the mesh down to a plane, the flattened image of the page is

obtained. Pilu [Pil01] fits an applicable surface model, where the distances

between mesh nodes are fixed, to the 3-D shape acquired by slit light projec-

tion device. This mesh model is flattened by an iterative process. Doncescu

et al. [21] employ a light grid projector which is set up on a scanning table.

They first project the light grid on a plane and record the position of each grid

point as its initial position. Then, the same light grid is projected on a curved

document. By morphing the captured image so that the grid points on the

document is transformed to their initial positions, they correct the curvature

distortion in the image. Note that in this method, the surface shape is not

explicitly measured. Yamashita et al. [YKKM04] recover the range data of

the surface by stereo vision system. After fitting NURBS surface to the range

data, a flattened document image is restored by expanding the surface. Al-

though these methods are applicable to arbitrarily curved surface, they require

special and usually heavy hardware equipment, which makes them difficult to

be applied for mobile solution.

The other type of methods restores a distortion-free image from a single

input image using a priori knowledge on documents. The methods proposed by

Cao et al. [CDL03] and Liang et al. [LDD05] assume the target document is

composed of horizontal text lines, and extracts baseline for every text line using

a morphological method. A distortion-free image of the target is generated by

warping the captured image so that all the baselines are parallel to one another.

Brown and Tsoi [BT04] assume the contour of the page is captured in the

image, and warps the image so that the contour is transformed into a rectangle.

Although these methods are capable of removing curvature distortion from

a single input image and do not require any special hardware equipments,

they can only be applied to targets which fulfill the underlying assumptions.

Moreover, the resolution of the acquired image is limited to that of the camera

itself.

Video mosaicing, described earlier in Section 1.1.1, might be considered as

a good solution to acquire higher resolution images. However, video mosaicing

methods, which are based on homography estimation, are only applicable when

8



Figure 1.5. Mosaic image of curved surface by homography based method.

the target is a plane, or when the optical center of camera is approximately

fixed throughout the video capturing. If the target is a curved surface, the

above assumption no longer holds, thus will cause misalignment of images in

the resultant mosaic image. Figure 1.5 shows a mosaic image of a book shown

in Figure 1.2(b) generated by a conventional homography based method. As

can be seen, misalignment of images has caused distortion and blur in the mo-

saic image. Although there are some video mosaicing methods which can deal

with curved surface, they require an active camera and a slit light projection

device [GS03], or manual measurement of the surface shape [PBCP96].
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1.2. Positioning of This Study

In the above sections, previous works in camera-based document digitization

for flat and curved documents have been reviewed and discussed. Video mo-

saicing methods seem to be promising in that they enable document digitiza-

tion with high resolution which goes beyond that of the camera itself. These

methods, however, are prone to perspective and curvature distortion, as shown

in Figures 1.4 and 1.5. Although various methods have been proposed to cor-

rect these geometric distortions, they require special hardware equipments

which make them difficult to be applied for mobile solution, or assume specific

structures in documents, e.g. text lines, rectangular boundary, etc., which lim-

its the type of documents they can be applied to. In summary, there has been

no work proposed on video mosaicing that can deal with geometric distortion

without using any special hardware equipments besides the camera.

The goal of this study is to develop a video mosaicing method which only

requires a camera and is capable of generating a geometric distortion-free mo-

saic image. Details of the proposed method will be described in this thesis.

This method is based on a structure-from-motion technique, which recovers

extrinsic camera parameters as well as sparse 3-D scene geometry from an

image sequence in real time. Using the 3-D geometry recovered by the algo-

rithm, a mosaic image without perspective distortion is generated for a flat

document. For a document composed of curved surfaces, mosaic images of

virtually flattened pages are generated. Note that unlike previous distortion

correction methods which make use of specific structures in documents, e.g.

text lines or boundary of the document, the proposed method is capable of

correcting geometric distortion regardless to the content of documents.

1.3. Outline of This Thesis

The rest of this thesis is structured as follows. This thesis first focuses on a flat

document, and proposes a perspective distortion-free video mosaicing method

for flat documents in Chapter 2. Experimental results on flat documents are

shown and are quantitatively evaluated. Real-time implementation issues are

10



also discussed. In Chapter 3, the above method for flat documents is extended

to deal with curved documents. With this extension, a curvature distortion-

free mosaic image can be generated for curved documents. Experiments are

performed on curved documents to evaluate the feasibility of the method.

Finally, conclusion of this thesis and future works are given in Chapter 4 .
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Chapter 2

Video Mosaicing for Flat

Document

2.1. Introduction

This chapter describes a perspective distortion-free video mosaicing method

for flat documents. In this method, extrinsic camera parameters, instead of

homographies, are estimated for each frame by applying a structure-from-

motion technique [SKYT02] to the captured video. Using estimated extrinsic

camera parameters, the method dewarps all the frame images and synthesizes

them on a virtual rectified image plane to generate a perspective distortion-free

mosaic image.

Two assumptions are made in this method. One is that the target document

is planar. The other is that intrinsic camera parameters are known in advance,

and remain fixed throughout image capturing.

In the following sections, first, the overview of the method is given(Section 2.2),

and then each process composing the method is described in detail (Section 2.3,

2.4). After describing real-time implementation issue and the prototype sys-

tem based on this method (Section 2.5), experimental results on flat documents

using the prototype system is shown (Section 2.6). Finally, the conclusion of

this chapter is given (Section 2.7).
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2.2. Overview of the Method

The flow of the proposed method is given in Figure 2.1. As can be seen,

the whole process is composed of two processes: extrinsic camera parameter

estimation (A) and mosaic image generation (B).

In extrinsic camera parameter estimation (A), first, initial estimation of

extrinsic camera parameter is carried out for each frame by tracking image

features in the input video (a). Then, reappearing features are detected (b),

and are utilized to globally optimize the estimated parameters to minimize the

cumulative estimation error in the whole input sequence (c).

In mosaic image generation (B), all the images are projected and synthe-

sized on a virtual rectified plane using the estimated extrinsic camera param-

eters. Finally, a super-resolved mosaic image is generated by an iterative back

projection algorithm.

In the following sections, each process in the proposed method is described

in detail.

2.3. Extrinsic Camera Parameter Estimation

This section describes the procedure to estimate extrinsic camera parameters.

As shown in Figure 2.1, this process is composed of 3 processes: (a) initial

estimation of extrinsic camera parameters by tracking image features, (b) de-

tection of reappearing features and (c) refinement of the estimated camera

parameters. Before describing these processes, first, extrinsic camera parame-

ters and an error function to be minimized are defined. Then, process (a) to

(c) are described in detail.
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(a) Initial estimation by tracking features

(b) Detection of re-appearing features

(c) Refinement of estimated camera parameters

(B) Generation of mosaic image

Iterate from first frame to last frame

(A) Extrinsic camera parameter estimation

(a) Initial estimation by tracking features

(b) Detection of re-appearing features

(c) Refinement of estimated camera parameters

(B) Generation of mosaic image

Iterate from first frame to last frame

(A) Extrinsic camera parameter estimation

Figure 2.1. Flow diagram of video mosaicing for flat target.

Mosaic image plane

M1
M2

Mf

(xp, yp)

(u1p, v1p)
(u2p, v2p)

(ufp, vfp)

First frame 2nd frame f-th frame

Mosaic image plane

M1
M2

Mf

(xp, yp)

(u1p, v1p)
(u2p, v2p)

(ufp, vfp)

First frame 2nd frame f-th frame

Figure 2.2. Mosaic image plane and camera.

2.3.1 Definition of Extrinsic Camera Parameter and Er-

ror Function

In this method, as shown in Figure 2.2, the extrinsic camera parameter Mf

for the f -th frame is defined as a transformation between the coordinates on

the mosaic image plane and the f -th frame image plane. Mf is a simplified

version of a standard extrinsic camera parameter Mfullf commonly used in

computer vision. In this section, we will see how the standard Mfullf can be

simplified to Mf , and how lens distortion is dealt with in this definition. An

error function used for the estimation of Mf is also described.
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Generally, an extrinsic camera parameter Mfullf for the the f -th frame

that transforms the world coordinate system to the camera coordinate system

is given by a 3 × 4 matrix with 6 degree of freedom as follows:

Mfullf =

⎛
⎜⎜⎝

c1c3 + s1s2s3 s1c2 −c1s3 + s1s2c3 t1f

−s1c3 + c1s2s3 c1c2 s1s3 + c1s2c3 t2f

c2s3 −s2 c2c3 t3f

⎞
⎟⎟⎠ , (2.1)

si = sin (rif ), ci = cos (rif ) (i = 1, 2, 3), (2.2)

where (t1f , t2f , t3f ) are camera position parameters, and (r1f , r2f , r3f ) are cam-

era posture parameters representing yaw, pitch, roll of a camera, respectively.

If we consider an ideal camera with the focal length of 1 and without lens

distortion, arbitrary 3-D point Sp = (xp, yp, zp) is projected to x̂fp = (ûfp, v̂fp)

on this ideal image coordinate by the following equation:

a

⎛
⎜⎜⎝

ûfp

v̂fp

1

⎞
⎟⎟⎠ = Mfullf

⎛
⎜⎜⎜⎜⎜⎝

xp

yp

zp

1

⎞
⎟⎟⎟⎟⎟⎠ , (2.3)

where a is a parameter. Since the target is assumed to be a plane, without

losing generality, we define the plane as z = 0, and set the z element of arbitrary

3-D positions on the target plane to 0. This degenerates 3-D coordinate Sp =

(xp, yp, zp) to 2-D coordinate (xp, yp), and simplifies the above equations as

follows:

Mf =

⎛
⎜⎜⎝

c1c3 + s1s2s3 s1c2 t1f

−s1c3 + c1s2s3 c1c2 t2f

c2s3 −s2 t3f

⎞
⎟⎟⎠ , (2.4)

a

⎛
⎜⎜⎝

ûfp

v̂fp

1

⎞
⎟⎟⎠ = Mf

⎛
⎜⎜⎝

xp

yp

1

⎞
⎟⎟⎠ . (2.5)

The transformation matrix Mf in Eqs. (2.4) and (2.5) is the extrinsic camera

parameter employed in this method, and is estimated for every frame in the

input sequence.
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So far, we have considered an ideal camera without lens distortion. In

practice, however, we cannot neglect the effect of lens distortion, which induces

displacement between the ideal image coordinate x̂fp = (ûfp, v̂fp) and the

corresponding coordinate xfp = (ufp, vfp) on the real image. According to

Tsai’s camera model [Tsa86], the relationship between these two coordinates

is given by a set of intrinsic camera parameters as follows:

(ûfp, v̂fp) =
(
R(ufp − cu)

ccdu

scruFsu

, R(vfp − cv)
ccdv

scrvF

)
, (2.6)

R = (1 + k1r
2 + k2r

4), (2.7)

r =

√(
ccdu

scrusu

(ufp − cu)
)2

+
(

ccdv

scrv

(vfp − cv)
)2

, (2.8)

where F is the focal length, su is the aspect ratio of the CCD sensor element,

(cu, cv) is the position of optical center, (ccdu, ccdv) is the CCD size, (scru, scrv)

is the image resolution and (k1, k2) are distortion parameters.

In this method, the ideal image coordinate x̂fp is precalculated for every

real image coordinate xfpby applying the above transformation before it is

further transformed by Eq. (2.5). For simplicity, however, this transformation

is omitted in the rest of this thesis.

Finally, an error function used for extrinsic camera parameter estimation

is defined. In general, the projected position x̂fp of feature p to the f -th image

frame does not coincide with the actually detected position x′
fp = (u′

fp, v
′
fp)

on the ideal image coordinate, as shown in Figure 2.3, due to errors in feature

detection, extrinsic camera parameter and 3-D feature position estimation. In

this method, the squared distance between them, called reprojection error, is

defined as follows for feature p on the f -th frame:

Efp = |x̂fp − x′
fp|2 (2.9)

= {(ûfp − u′
fp)

2 + (v̂fp − v′
fp)

2}. (2.10)

In the following sections, we will see how this reprojection error is employed

to estimate Mf and Sp.
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Figure 2.3. Reprojection error.
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2.3.2 Initial Estimation of Extrinsic Camera Parameters

Extrinsic camera parameter estimation starts from computing initial estimate

of Mf for each frame. This is carried out by structure from motion method

proposed in [SKYT02]. Given an initial value for M1, i.e. extrinsic camera

parameter for the first frame, and (xp, yp) for every feature captured in the first

frame, Mf for each frame, along with (xp, yp) for each feature on the target,

are iteratively estimated.The flow of this process is as follows.

In the first frame (f = 1), as shown in Figure 2.4, it is assumed that the

focal plane of the camera is approximately parallel to the target and that the

viewpoint of the camera is a certain distance, say d, away from the mosaic

image plane z = 0. Based on this assumption, the extrinsic camera parameter

for the first frame is given as follows:

M1 =

⎛
⎜⎜⎝

1 0 0

0 1 0

0 0 −d

⎞
⎟⎟⎠ . (2.11)

For each feature p in the first frame, which is detected by Harris corner detector

[HS88], its position (xp, yp) on the mosaic image plane is given by the same

assumption as follows: ⎛
⎝ xp

yp

⎞
⎠ =

⎛
⎝ û1pd

v̂1pd

⎞
⎠ . (2.12)

Note that these are only initial values, which will be corrected in the re-

finement process (Figure 2.1(c)).

In the subsequent frames (f > 1), Mf is estimated by iterating the following

steps for each frame.

Tracking of image features: All the image features in the previous frame

are tentatively tracked to the current frame using a standard template

matching. In order to prevent drift problem in feature tracking, interest

points detected by Harris corner detector [HS88] are used as candidate

positions for matching.

After this tentative tracking, outliers of corresponding points are de-

tected by the RANSAC approach [FB81]. For every feature detected as
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Figure 2.4. Initial assumption on the camera and the mosaic image plane.

an outlier, its corresponding point is re-searched in a limited searching

area which is computed by a temporal camera parameter estimated using

inlier points.

Extrinsic camera parameter estimation: Extrinsic camera parameter Mf

is estimated using the tracked position (u′
fp, v

′
fp) in the image plane and

its corresponding position (xp, yp) in the mosaic plane. In this step, the

sum of reprojection errors for all the features in the f -th frame
∑

i Efi

is minimized to estimate an extrinsic camera parameter Mf of the cur-

rent frame. Since this is a non-linear minimization problem, special care

has to be taken to avoid local minima. In this method, first, approx-

imated solution is computed as an initial estimate by linear algorithm

[SKYT02]. Then, starting from this initial estimate, camera position

(t1f , t2f , t3f ) and camera posture (r1f , r2f , r3f ) which minimize the er-

ror function are estimated by Levenberg-Marquardt algorithm. Finally,

the extrinsic camera parameter Mf is obtained by the the estimated

(t1f , t2f , t3f , r1f , r2f , r3f ) and Eq. (2.4). Note that for the position (xp, yp)
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in the mosaic image plane, the estimated result in the previous iteration

is used.

Estimation of feature position on mosaic plane: The position of each fea-

ture p in the mosaic image plane is computed and refined in every frame

by minimizing the error function
∑f

i=1 Eip. This error function is also

minimized by Levenberg-Marquardt algorithm after the linear estima-

tion of the approximated solution.

Deletion and Addition of features: Selecting good features for tracking is

essential in obtaining accurate estimates of camera parameters. In this

step, a set of image features to be tracked is automatically updated by

testing multiple criteria for each feature. Here, the confidence measure

for each feature is defined as an inverse of the variance of its reprojection

error in each frame. If an image feature satisfies either of the following

conditions, the feature is considered unreliable and is deleted from the

set of features to be tracked.

• Confidence measure is under a given threshold.

• Matching error in template matching is more than a given threshold.

On the other hand, if a feature candidate detected by Harris corner

detector [HS88] satisfies the all the conditions below, it is added to the

set of features to be tracked.

• Confidence measure is over a given threshold.

• Matching error in template matching is less than a given threshold.

By iterating the above steps, extrinsic camera parameters Mf and 3-D

feature positions Sp are estimated.
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2.3.3 Detection of Reappearing Features

Figure 2.5 (a) shows an example of camera path in video mosaicing. Due to this

camera motion, most of the image features come into the image, move across

toward the end of the image, and disappear. Some features, however, reappear

in the image as shown in Figure 2.5 (b). In this step, these reappearing features

are detected, and distinct tracks belonging to the same reappearing feature are

linked to form a single long chain. This will give tighter constraints among

camera parameters in temporally distinct frames, and thus makes it possible

to suppress cumulative errors in the global optimization step described later.

Reappearing features are detected by examining the similarity of the pat-

terns among features belonging to distinct tracks. The problem here is that

even if two patterns belong to the same feature on the target, they can have

different appearance due to perspective distortion, as shown in Figure 2.5. To

remove this effect, first, templates of all the features are projected to the mo-

saic image plane. Then, feature pairs whose distance in 3-D space is less than

a given threshold are selected. For each feature, a set of multi-scale templates

are generated, and in each scale, the similarity of the templates are evaluated

with the normalized cross correlation function. If the correlation of templates

in every scale is higher than a certain threshold, the feature pair is regarded

as reappearing features, and tracks belonging to each feature are merged into

a single track.

2.3.4 Refinement of Estimated Camera Parameters

Since the initial estimation of extrinsic camera parameters described in Section

2.3.2 is an iterative process, its result is subject to cumulative errors. In this

process, the cumulative errors is minimized over the whole input images using

bundle adjustment [TMHF99].

The estimation error E is given by the sum of reprojection errors as follows:

E =
∑
f

∑
p

Efp. (2.13)

E becomes larger as more error is accumulated in initial estimate. Moreover, if

the assumption that the focal plane of the camera in the first frame is parallel
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Figure 2.5. Detection of reappearing features. (a) camera path, posture and

feature positions on mosaic image plane, (b) sampled frames of input image

sequence, (c) templates of the same feature in different images, (d) templates

projected to a mosaic image plane.

to the target is violated, E becomes even larger. Thus, by minimizing the error

function E with respect to the camera parameters Mf and the feature positions

(xp, yp), cumulative errors are minimized, and in case where the focal plane of

the camera in the first frame is not parallel to the target, the correct extrinsic

camera parameters are estimated. Again, this is a non-linear minimization

problem, which is solved by Levenberg-Marquardt algorithm. Here, the initial

parameters for this optimization are given by the process described in 2.3.2.

Note that in this bundle adjustment process, reappearing features detected

in the previous step are utilized to chain input images of non-successive frames.

Reappearing feature detected in step (c) and its corresponding feature are

treated as single feature to compute the error function E. Since these fea-

ture chains give strong geometric constraints for extrinsic camera parameters,

accurate camera parameters can be acquired.
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2.4. Generation of Super-resolved Mosaic Im-

age

In the final process, a super-resolved mosaic image is generated using the

estimated extrinsic camera parameters. Here, the iterative back projection

algorithm [IP91] is employed to generate a super-resolved mosaic image.

First, an initial mosaic image S(0) is generated as follows. All the frame

images are projected onto the mosaic image plane using Eq. (2.5) with the

extrinsic camera parameters Mf estimated in the previous step, and blended.

Here, the blended image is resampled on finer grid so that the size of a single

pixel in the input image equals to n × n pixels (n > 1) in the mosaic image.

This n is referred to as magnification ratio.

Then, the following process is iterated to estimate the super-resolved mosaic

image. Starting with the initial mosaic image S(0), the imaging process is

simulated using geometric transformation and point spread function (PSF) to

obtain a set of low resolution images {I(0)
f }, each of which corresponds to the

observed input image {If}. If S(0) is the correct super-resolved image, the

simulated image {I(0)
f } must be identical to {If}. On the other hand, as the

estimation error in S(0) becomes large, so does the difference between {I(0)
f } and

{If}. Thus, the difference images {If − I
(0)
f } are computed, and each value

in the difference images is back-projected and added onto its corresponding

pixels in S(0). This process is repeated iteratively until the super-resolved

image converges.

It is known that there exists a certain limit on the magnification ratio n

in the super-resolution technique [BK02]. Here, the magnification ratio n is

empirically determined to 2.0. As for the PSF, Capel [CZ00] has proved that

PSF can be approximated by the Gaussian function. In the proposed method,

the Gaussian function with standard deviation of 0.7 pixel is employed as the

PSF.
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2.5. Prototype System

This section describes a prototype system based on the proposed method.

In video mosaicing, user operation for moving the camera over the tar-

get document plays an important role in accomplishing the task of document

digitization efficiently and accurately. In this sense, video mosaicing system

is, by nature, an interactive system which involves man and machine. This

important fact, however, has not been focused in previous works of video mo-

saicing. In this section, first, we will have further discussion on this topic, and

propose an ideal user interface for video mosaicing. Then, we will see how

the proposed method and the proposed user interface are implemented in the

prototype system.

2.5.1 User Interface for Video Mosaicing

In video mosaicing, the most efficient way to move the camera would be the

one that enables to capture a set of input images which satisfies the following

conditions:

• Input images exhaustively cover the target document.

• The region captured in each input image is mutually exclusive to one

another.

Input images satisfying the former condition can be captured if the user mem-

orizes which part of the target is already captured, and decides where the

camera should be moved in the next frame to capture a new region on the tar-

get. This, however, becomes extremely hard when the number of the captured

images gets larger.

The latter condition can be satisfied if the user moves the camera faster so

that overlapping regions among the input images become as small as possible.

Faster camera motion, however, degrades the quality of the mosaic image since

the error of estimated camera parameters increases due to tracking errors and

decrease in the number of frames where each feature is tracked. These two

facts imply that there exists an optimal speed for camera motion in terms of
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Figure 2.6. User interface for video mosaicing. 1: input image and tracked

feature points. 2: estimated camera path and posture. 3: preview of generating

a mosaic image. 4: capturing image area on mosaic image. 5: instruction for

speed of camera motion.

accuracy and efficiency. Moving the camera with this optimal speed, however,

requires a special training on video mosaicing, which is not a realistic solution.

In order to solve these problems, a novel user interface for video mosaicing

is proposed. The proposed user interface is shown in Figure 2.6. During image

acquisition, a preview of the mosaic image under construction is rendered in

the right side window (Figure 2.6(3)). This preview is updated every frame in

real time using captured images and the estimated camera parameters. The

region corresponding to the current frame is highlighted in the mosaic image

to help the user to recognize which part of the target is currently captured

(Figure 2.6(4)). With this preview, the user can easily recognize which part

of the document is still left to be captured, and figure out where to move
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the camera in the subsequent frames, thus can capture input images which

exhaustively cover the whole target.

In addition to the preview image, a speed indicator which shows the current

speed of the camera is shown at the bottom of the right window (Figure 2.6(5)).

In this speed indicator, the current speed of the camera is shown by an arrow

mark on a speed gauge, and the gauge is divided into 3 sections : “too slow”,

“best speed”(optimal), and “too fast”. With this speed indicator, the user

can move the camera with the optimal speed. Here, the optimal speed was

determined by an experiment on synthetic data with ground truth. The detail

of this experiment is described in Section 2.6.

The user can also take a look at currently captured images and estimated

camera path in the left side windows (Figure 2.6(1), (2), respectively), if nec-

essary.

2.5.2 Implementation of Video Mosaicing System

The most important factor of the proposed user interface is that real-time

feedback is given to the user. To realize this in the prototype system, the

processes of the proposed method is implemented in two stages: real-time

stage and off-line stage, as is shown in Figure 2.7.

In the real-time stage (Figure 2.7 (1)), a user captures a target document

using a handheld camera. In this stage, initial estimates of the extrinsic camera

parameters for each frame as well as the 2-D position of each image feature are

estimated in real time by the process proposed in Section 2.3.2 (a). The system

also renders the user interface described above (b). Here, the preview of the

generated mosaic image is rendered as follows. For each frame, the captured

image is resized into a lower resolution image and stored to texture memory.

Every stored texture is warped to the mosaic image plane by texture mapping

using Eq. (2.5) with the initial estimate of extrinsic camera parameters. Al-

though cumulative errors are introduced in the initial estimate of the extrinsic

camera parameters, their accuracy is sufficient for the purpose of rendering a

coarse preview of the mosaic image.

In the off-line stage (Figure 2.7 (2)), reappearing features are detected (c),
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(a) Camera parameter estimation by tracking features

(d) Refinement of estimated camera parameters

(c) Detection of re-appearing features

Iterate from first frame to last frame

(1) Real-time Stage

(b) Generation of preview image and instruction for a user

(2) Off-line Stage

(e) Generation of super-resolved mosaic image

Figure 2.7. Two-stage implementation in prototype system.

the estimated viewpoint and 2-D position of each feature are refined (d), and

a super-resolved mosaic image without perspective distortion is generated (e).

The overview of the prototype system is shown in Figure 2.8. The system

is composed of a laptop PC and a hand-held IEEE1394 CCD camera. The

specifications of the system are shown in Table 2.1. Note that intrinsic param-

eters of the video camera are calibrated by Tsai’s method [Tsa86] in advance,

and they are fixed throughout the image capturing.

Experiments performed by this prototype system is described in the fol-

lowing section.
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Figure 2.8. Overview of the prototype system.

Table 2.1. Specifications of a video mosaicing system for flat target.

Laptop PC

CPU Pentium-M 1.6GHz

Memory 1GB

IEEE1394 camera (Aplux C104T)

Resolution 640×480 pixels

View angle 31.7◦ × 24.1◦

Maximum frame rate 15 frames/sec
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2.6. Experiments

Experiments are performed by the prototype video mosaicing system to eval-

uate the feasibility of the proposed method.

First, an experiment on synthetic data with ground truth is performed

to evaluate the accuracy of extrinsic camera parameter estimation, and to

determine the optimal speed described in Section 2.5.1.

Then, experiments are performed on three kinds of flat printed paper to

generate super-resolved mosaic images. The first target is a printed A4 size

document (sequence 1). The second target is a printed photograph on an A4

size paper (sequence 2). In these experiments, the distortion in the resultant

mosaic images is evaluated quantitatively to see if the perspective distortion

is removed by the proposed method. The last experiment is performed on a

picture scroll, approximately 440 cm long (sequence 3).

2.6.1 Experiment on Synthetic Data

In this experiment, extrinsic camera parameters are estimated by applying

the proposed method to synthetic data, and the accuracy of the estimation

is evaluated by comparing the estimated parameters with the ground truth.

From this experimental result, the optimal speed described in Section 2.5.1 is

determined.

First, in order to generate synthetic feature tracks, a simulation is carried

out with a virtual camera that has the same parameters as the camera shown

in Table 2.1 and feature points randomly scattered on a virtual mosaic im-

age plane. In this simulation, the virtual camera is moved over the virtual

mosaic image plane at constant speed. In each frame, feature points on the

mosaic plane are projected onto the virtual camera image. To simulate errors

in feature detection and tracking, Gaussian noise is added to the projected

positions. Finally, by quantitizing the positions to integer, synthetic feature

tracks are obtained.

These synthetic data are generated for different camera speed. For each

camera speed, camera parameters are estimated by the proposed method and
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the errors in camera position and posture is evaluated by comparing the esti-

mated parameters with the ground truth.

The configuration of this simulation is shown in Table 2.2. All these pa-

rameters are simulation of typical configuration in real experiments.

The estimation errors in camera position and posture for different cam-

era speed are shown in Figure 2.9 (a), (b), respectively. We can see that

the estimation error monotonously increases as the speed of the camera gets

faster. More specifically, both errors for camera position and posture drasti-

cally increase when the camera speed is faster than 4 mm/frame. On the other

hand, the errors are almost constant when the camera speed is slower than 2

mm/frame. According to these results, the optimal speed for the camera is

determined to 2 mm/frame.

2.6.2 Experiment on Document (Sequence 1)

As shown in Figure 2.10, the target paper of document is captured as 640×480

images of 120 frames using our system. Note that in every frame, the camera

was tilted backward against the target document, which caused perspective

distortion in every input image. Cross marks in Figure 2.11 indicate feature

points which are automatically detected and used for extrinsic camera param-

eter estimation. In this experiment, 94 image feature points are tracked per

frame on average. After the real-time stage, reappearing features are detected

and cumulative errors are minimized over the whole input. The number of

detected reappearing features is 90 in this experiment, and the average repro-

jection error of the features before and after refinement are 0.88 pixel and 0.73

pixel, respectively.

Figure 2.12 illustrates the acquired extrinsic camera parameters and the

Table 2.2. Configuration of simulation.

Distance between camera and mosaic plane 200mm

Average number of detected feature points 90

Average reprojection error 0.8 pixel
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Figure 2.9. Evaluation of camera parameter estimation (simulation).

feature positions on the mosaic image plane after the refinement process. The

curved line shows the estimated camera path and pyramids show the camera

postures in every 10 frames. In Figure 2.12, we can see that the camera

orientations are tilted backward against the target. This coincides with the

configuration of the camera in this experiment.

Finally, a super-resolved mosaic image is generated by 3 iterations of back-

projection as shown in Figure 2.13. The size of the image is 2533 × 2920. We

can confirm that perspective distortion has been removed in the final mosaic

image. The advantage of our method over homography based methods is

obvious when this result is compared with the mosaic image shown in Figure

1.4, which was generated by a homography based method using the same input

images and the same feature tracks as this experiment. Quantitative evaluation

of the distortion in the mosaic image will be shown in Section 2.6.5.
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A close shot of an input image and the corresponding region in super-

resolved mosaic image are compared in Figure 2.14. As can be seen, texts

which are almost unreadable in the input image are restored in the super-

resolved mosaic image.

The performance of our system for this sequence is as follows: 9 fps for

image acquisition and initial parameter estimation, 1 second for detecting re-

appearing features in 120 frames, 27 seconds for camera parameter refinement,

and 240 seconds for generation of super-resolved mosaic image.

2.6.3 Experiment on Photograph (Sequence 2)

As shown in Figure 2.15, the target photograph is captured as 640×480 images

of 150 frames. Cross marks in Figure 2.16 indicate feature points which are

automatically detected and used for extrinsic camera parameter estimation.

The average number of tracked features is 97 points per frame. After the

detection of 142 re-appearing features, the extrinsic parameters are refined.

The average re-projection error of the features is minimized from 0.84 pixel to

0.78 pixel by camera parameter refinement.

Figure 2.17 shows the extrinsic camera parameters and the feature positions

on the mosaic image plane after refinement.

The super-resolved mosaic image after 3 iterations is shown in Figure 2.18.

The size of the image is 2019 × 2758. An input image and the super-resolved

mosaic image are compared in Figure 2.19. As can be seen, the detail structure

of the glasses and the face has been restored in the super-resolved mosaic image.

The performance of the system for this sequence is as follows: 9 fps for

image acquisition and initial parameter estimation, 1 second for detecting re-

appearing features in 120 frames, 10 seconds for camera parameter refinement,

and 220 seconds for super-resolution. Note that the computational time for

camera parameter refinement is much shorter than that for the experiment on

a document. This is caused by the difference of camera configuration in the

first frame. In this experiment, the camera posture in the first frame was set

so as to satisfy the parallel assumption described in Section 2.3.2. This gives a

good initial estimate, and thus helps the error function to be minimized more
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quickly in the refinement process.

2.6.4 Experiment on Picture Scroll

In this experiment, a picture scroll, approximately 440 cm long, is captured

as 640 × 480 pixel images of 500 frames. Sampled frames of the captured

images are shown in Figure 2.20. Tracked feature points are depicted with

cross marks in Figure 2.21. Figure 2.22 illustrates the estimated extrinsic

camera parameters and the feature positions on the mosaic image plane after

the refinement process. The curved line shows the estimated camera path and

pyramids show the camera postures in every 50 frames.

The super-resolved mosaic image is shown in Figure 2.23. The resolution

of the image is 12800 × 1825 pixels. This image resolution was determined by

the limitation of the memory resource in the prototype system.

Despite the long input sequence, our system successfully generates a mosaic

image without perspective distortion. It should be noted that in homography

based method, long input sequence would result in severe perspective distor-

tion, since the perspective distortion tends to increase toward the end of the

mosaic image. This result also shows the advantage of our method over ho-

mography based methods.

2.6.5 Quantitative Evaluation of Distortion

In the experiments on a document and a photograph described in Sections 2.6.2

and 2.6.3, plus marks (+) have been printed on the target papers at every

40mm grid positions. By measuring the distances between every adjacent grid

positions, the distortions in the generated mosaic images are quantitatively

evaluated.

First, the positions of the plus marks on the generated mosaic image are

acquired manually. Then, the distances between adjacent plus marks are then

computed in the unit of pixel. The average, maximum, minimum and standard

deviation of the distances are shown in Table 2.3. The percentage of each value

against the average distance is also shown in parenthesis. Here, the standard
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deviation can be considered as the average distortion in the mosaic image, and

it was only 0.68% and 0.62 for a document and a photograph, respectively.

With these results, we can conclude that perspective distortion in the mosaic

images has been successfully removed by the proposed method.

Table 2.3. Distances of adjacent grid points in generated mosaic images [pix-

els(percentage from average)]

target average maximum minimum standard deviation

Document 359.8(100.0) 364.0(100.9) 354.0(98.4) 2.43(0.68)

Photograph 328.6(100.0) 333.0(101.3) 325.0(98.9) 2.06(0.62)
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1st frame 68th frame

17th frame 85th frame

34th frame 102th frame

51th frame 120th frame

Figure 2.10. Sampled frames of input image sequence (Sequence 1).

36



1st frame 68th frame

17th frame 85th frame

34th frame 102th frame

51th frame 120th frame

Figure 2.11. Tracked features in input image sequence (Sequence 1).
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(a) top view

(b) side view

Figure 2.12. Estimated extrinsic camera parameters and feature positions

(Sequence 1).
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Figure 2.13. Generated super-resolved mosaic image (Sequence 1).
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(a) Input original image

(b) Super-resolved image

Figure 2.14. Comparison of input image and super-resolved mosaic image

(Sequence 1).
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1st frame 84th frame

21th frame 105th frame

42th frame 126th frame

63th frame 150th frame

Figure 2.15. Sampled frames of input image sequence (Sequence 2).
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1st frame 84th frame

21th frame 105th frame

42th frame 126th frame

63th frame 150th frame

Figure 2.16. Tracked features in input image sequence (Sequence 2).
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(a) top view

(b) side view

Figure 2.17. Estimated extrinsic camera parameters and feature positions

(Sequence 2).
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Figure 2.18. Generated super-resolved mosaic image (Sequence 2).
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(a) Input original image

(b) Super-resolved image

Figure 2.19. Comparison of input image and super-resolved mosaic image

(Sequence 2).
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1st frame 280th frame

70th frame 350th frame

140th frame 420th frame

210th frame 490th frame

Figure 2.20. Sampled frames of input image sequence (Picture Scroll).

46



1st frame 280th frame

70th frame 350th frame

140th frame 420th frame

210th frame 490th frame

Figure 2.21. Tracked features in input image sequence (Picture Scroll).
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2.7. Conclusion

In this chapter, a perspective distortion-free video mosaicing method for flat

documents is described. In the proposed method, extrinsic camera parameters,

instead of homographies, are estimated for each frame by applying structure

from motion technique to the captured video. Using estimated extrinsic camera

parameters, the method dewarps all the frame images and synthesizes them

on a virtual rectified image plane to generate a super-resolved mosaic image

without perspective distortion.

A novel user interface for video mosaicing is also proposed. In this user

interface, a preview of the mosaic image under construction is rendered in real

time. In addition to the preview, a speed indicator to guide the user to move

the camera with optimal speed is shown. With this user interface, camera

motion which is not only efficient, but also gives accurate camera parameter

estimation can be easily achieved by the user.

The proposed method, along with the user interface is implemented on a

prototype system. In order to realize real-time processing, a two-stage imple-

mentation of the method is employed in the prototype system.

Experiments on flat documents are performed using the prototype system.

In each experiment, the mosaic image has been proved to be distortion-free by

quantitative analysis on distortion. It should also be noted that high resolution

image up to 23M pixels (in the experiment on a picture scroll), which goes

far beyond the resolution of the camera used in the experiments, has been

generated by the proposed method.

The limitation of the method is that it can only be applied to flat doc-

uments. In the real world, however, there are many documents with curved

surface, e.g. thick bound book. In the following chapter, the video mosaicing

method is extended to deal with documents with curved surface.
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Chapter 3

Video Mosaicing for Curved

Document

3.1. Introduction

In the previous section, video mosaicing for flat document has been described.

In this chapter, we extend the method to deal with documents with curved

surface. The goal is to generate mosaic images of virtually flattened pages for

documents with curved surface.

In case of curved surface, geometric distortion induced by the curvature of

the target will be present in each input image. In order to generate mosaic

images of virtually flattened pages, this curvature distortion in input images

has to be corrected before blending the input images on a mosaic image plane.

In this method, structure from motion technique is employed to the input

images to estimate extrinsic camera parameters and feature positions, as is in

the method for flat documents. This time, however, 3-D position is estimated

for each feature, since features no longer lie on 2-D plane but on 3-D surface.

After estimating the shape of the curved surface from the 3-D feature positions,

the method dewarps all the frame images and synthesizes them on a mosaic

image plane to generate a virtually flattened image of the curved surface.

Two assumptions are made in this method. One is that the curve of the

target lies along one direction. The other is that intrinsic camera parameters
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are known in advance, and remain fixed throughout image capturing, as is

assumed in the method for flat targets.

In the following sections, first, the overview of the methods is given(Section 3.2),

and then we will see how the previous method for flat targets is extended for

curved targets (Section 3.3). After describing the prototype system based on

this method (Section 3.4), experimental results on curved documents is shown

(Section 3.5). Finally, the conclusion of this chapter is given (Section 3.6).

3.2. Overview of the Method

The flow of the proposed method is given in Figure 3.1. As can be seen, the

whole process is composed of three processes: initial 3-D reconstruction by

feature tracking (A), parameter refinement and target shape estimation (B)

and mosaic image generation (C).

In initial 3-D reconstruction process (A), estimation of extrinsic camera

parameters along with 3-D feature positions on the target is carried out by

tracking image features in the input video. In parameter refinement and target

shape estimation process (B), reappearing features are detected (a), and the

initial estimates of camera parameters and 3-D feature positions are refined

by global optimization (b). Then, surface parameters are estimated by fitting

a parameterized 3-D surface to estimated 3-D feature points (c). These three

process are iterated until convergence. Finally, a geometric distortion-free

mosaic image is generated. A postprocess is applied to remove the shade on

the mosaic image (C).

The major differences between this method and the previous method for

flat targets can be summarized as follows:

• Extension to deal with 3-D feature positions instead of 2-D positions

(Figure 3.1(A),(a) and (b)).

• Processes specifically designed for curved surface (Figure 3.1(c) and (B)).
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(A) Initial 3-D reconstruction by feature tracking

(C) Mosaic image generation

Iterate until

convergence

(a) Detection of reappearing features 

(b)  Global optimization

(c) Surface fitting to feature points

(B) Parameter refinement and target shape estimation

(A) Initial 3-D reconstruction by feature tracking

(C) Mosaic image generation

Iterate until

convergence

(a) Detection of reappearing features 

(b)  Global optimization

(c) Surface fitting to feature points

(B) Parameter refinement and target shape estimation

Figure 3.1. Flow diagram of video mosaicing for curved target.

In the following sections, each process in the proposed method is described,

focusing on the extensions described above.

3.3. Extension for Curved Target

3.3.1 Initial 3-D Reconstruction by Feature Tracking

This process is almost identical to the initial estimation of extrinsic camera

parameter for flat targets described in Section 2.3.2, except that 3-D position

is estimated for each feature and that standard extrinsic camera parameter

Mfullf is estimated for each frame.

Let us recall the general definition of extrinsic camera parameter in Eq. (2.1)

and (2.2):

Mfullf =

⎛
⎜⎜⎝

c1c3 + s1s2s3 s1c2 −c1s3 + s1s2c3 t1f

−s1c3 + c1s2s3 c1c2 s1s3 + c1s2c3 t2f

c2s3 −s2 c2c3 t3f

⎞
⎟⎟⎠ , (3.1)

si = sin (rif ), ci = cos (rif ) (i = 1, 2, 3), (3.2)
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where (t1f , t2f , t3f ) are camera position parameters, and (r1f , r2f , r3f ) are cam-

era posture parameters representing yaw, pitch, roll of a camera, respectively.

3-D point Sp = (xp, yp, zp) is projected to x̂fp = (ûfp, v̂fp) on the ideal image

coordinate by the following equation:

a

⎛
⎜⎜⎝

ûfp

v̂fp

1

⎞
⎟⎟⎠ = Mfullf

⎛
⎜⎜⎜⎜⎜⎝

xp

yp

zp

1

⎞
⎟⎟⎟⎟⎟⎠ , (3.3)

where a is a parameter. In this process for curved targets, this 3-D coordinate

Sp = (xp, yp, zp) instead of 2-D coordinate (xp, yp) is estimated for each feature

point on the target. Accordingly, Mfullf instead of simplified Mf for flat

target is estimated.

In the same manner as for flat targets, the process is composed of initial-

ization step for the first frame (f = 1), and an iterative step for the subsequent

frames (f > 1). In the first frame, assuming that the focal plane in the first

frame is parallel to the target and that the distance between the target and

the viewpoint of the camera is d, Mfullf is initialized as follows:

Mfull1 =

⎛
⎜⎜⎝

1 0 0 0

0 1 0 0

0 0 1 −d

⎞
⎟⎟⎠ . (3.4)

Based on the same assumption, 3-D position for each feature point p detected

in the first frame is given as follows:

⎛
⎜⎜⎝

xp

yp

zp

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

û1pd

v̂1pd

0

⎞
⎟⎟⎠ . (3.5)

Note that these are only initial values, which will be corrected in the refinement

process (Figure 3.1(d)).

Despite these differences, the process for subsequent frames (f > 1) is the

same as the one for flat targets. Readers are encouraged to refer to Section 2.3.2

for the detail.
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3.3.2 Detection of Reappearing Features

Reappearing features are detected by the process described in 2.3.3 with an

extension to deal with curved surface. The flow of this process is as follows.

First, templates of all the features are projected to the fitted surface (de-

scribed later) to remove the geometric distortion induced by the curvature of

the target. Then, feature pairs whose distance in 3-D space is less than a given

threshold are selected and tested with the normalized cross correlation func-

tion in multiple scales. If the correlation is higher than a certain threshold,

the feature pair is regarded as reappearing features and tracks belonging to

each feature are merged into a single track.

The difference between this process and the process for flat targets in Sec-

tion 2.3.3 is that templates for features are projected to the fitted surface

instead of the mosaic image plane. This surface, however, is unknown in the

first iteration of steps (a) to (c), since it will be obtained in the later process

(c) by fitting a parameterized 3-D surface to estimated 3-D feature points.

Thus, this step will be skipped in the first iteration of steps (a) to (c).

3.3.3 Global Optimization

In order to remove cumulative errors in the initial estimates of extrinsic camera

parameters and 3-D feature points, global optimization on these parameters is

carried out by the same process described in Section 2.3.4.

Let us recall the estimation error E defined in Eq. 2.13:

E =
∑
f

∑
p

Efp. (3.6)

This error function E is minimized with respect to the camera parameters

Mfullf and the feature positions (xp, yp, zp) to obtain globally optimized esti-

mates of these parameters.

3.3.4 Target Shape Estimation by Surface Fitting

In this step, assuming the curve of the target lies along one direction, the

target shape is estimated using 3-D feature points optimized in the previous
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direction of minimum 

curvature of Rp

direction of maximum

curvature of Rp

)(xfy =

Plane P

m

n

N: Normal of projection plane

V1: first principal direction

of projected points
V2

Projected points

Sp

Rp

Vmin: direction of minimum 

principal curvatures of the target

Vmax: direction of maximum 

principal curvatures of the target

Figure 3.2. Target shape estimation by polynomial surface fitting.

step (b). This step is a process specifically designed for curved targets.

First, as shown in Figure 3.2, the principal direction of curvature is com-

puted from the 3-D point clouds. Next, 3-D position of each feature point

is projected to a plane perpendicular to the direction of minimum principal

curvatures. Finally, a polynomial equation of variable order is fitted to the

projected 2-D coordinates, and the target shape is estimated. These steps will

be described in detail.

Let us consider for each 3-D point Sp = (xp, yp, zp) a point cloud Rp which

consists of feature points lying within a certain distance from Sp, as shown
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in Figure 3.2. First, the directions of maximum and minimum curvatures

are computed for each Rp using local quadratic surface fit. For a target whose

curve lies along one direction, as assumed in this paper, the minimum principal

curvature must be 0, and its direction must be the same for all the feature

points. In practice, however, there exists some fluctuation in the directions of

minimum curvature, due to the estimation errors. Thus, a voting method is

applied to eliminate outliers and to determine the dominant direction Vmin =

(vmx, vmy, vmz) of minimum principal curvatures on the target.

Next, 3-D position Sp for each feature point is projected to a plane whose

normal vector N coincides with Vmin; i.e. P (x, y, z) = vmxx+vmyy+vmzz = 0.

The projected 2-D coordinate (x̄p, ȳp) of Sp is given as follows:⎛
⎝ x̄p

ȳp

⎞
⎠ =

⎛
⎝ V1

V2

⎞
⎠ Sp, (3.7)

where V1 is a unit vector parallel to the principle axis of inertia of the projected

2-D coordinates (x̄, ȳ), and V2 is a unit vector which is perpendicular to V1

and Vmin; i.e. V2 = V1 × N (see Figure 3.2).

Finally, the target shape parameter (a0, a1, · · · , am) is obtained by fitting

the following variable-order polynomial equation to the projected 2-D coordi-

nates (x̄, ȳ).

ȳ = f(x̄) =
q∑

i=0

aix̄
i. (3.8)

q which minimize the following criteria G-AIC is determined as the optimal

order. Using geometric AIC [Kan98], the optimal order q in the above equation

is determined as q which minimizes the following criteria:

G-AIC = J + 2(N(m − r) + q + 1)ε2, (3.9)

where J is the residual, N is the number of points, m is the dimension of

observed data, and r is the number of constraint equations in fitting Eq. (3.8)

to the projected 2-D coordinates. ε, called noise level, is the average error of

the estimated feature position along ȳ axis. Here, the order q is independent

of m, r,N , thus the actual criteria to be minimized is given as follows:

G = J + 2qε2. (3.10)
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In our method, the noise level ε is approximated as follows:

ε = Cl, (3.11)

where l is the average of the depth of each feature point in camera coordinate

of every frame, and C is a constant, which is empirically set to 0.007.

In case of a target with multiple curved surfaces, the target is first divided

with a line where the normal vector of the locally fitted quadratic surface varies

discontinuously, and then the shape parameter is computed for each part of

the target.

The shape of the target estimated in this step is used for generating a geo-

metric distortion-free mosaic image in the next process, as well as for removing

the geometric distortion in the reappearing feature detection process described

in Section 3.3.2.

3.3.5 Mosaic Image Generation

Finally, a mosaic image is generated by using extrinsic camera parameters and

surface shape parameters. In this step, first, a curvature distortion-free, or an

unwrapped mosaic image is generated. Then, a postprocess is applied to the

mosaic image to remove the shade induced by the curved shape of the target.

Before we describe the actual process for mosaic image generation, we first

define the relationship between the 2-D coordinate on the mosaic image and

its corresponding 2-D coordinates on input images. Let us consider a 2-D co-

ordinate (m,n) on the unwrapped mosaic image as shown in Figure 3.2. Here,

the relation between (m,n) and its corresponding 3-D coordinate (x̄, f(x̄), z̄)

on the fitted surface is given as follows:

(m,n) = (
∫ x̄

0

√
1 + { d

dx
f(x)}2dx, z̄). (3.12)

The relationship between the 3-D coordinate (x̄, f(x̄), z̄) on the fitted surface

and its corresponding 2-D coordinate (uf , vf ) on the f -th image plane is given
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by the following equation:

a

⎛
⎜⎜⎝

uf

vf

1

⎞
⎟⎟⎠ = Mfullf

⎛
⎜⎜⎝

V1

V2

N

⎞
⎟⎟⎠

⎛
⎜⎜⎝

x̄

f(x̄)

z̄

⎞
⎟⎟⎠ , (3.13)

where a is a parameter.

Now that we know the relationship between the 2-D coordinate (m,n)

on the mosaic image and its corresponding 2-D coordinates (uf , vf ) on input

images, the mosaic image can be generated as follows. First, for each pixel

(m,n) on the unwrapped mosaic image, the corresponding coordinate (uf , vf )

in each input image is computed by Eq. (3.12) and (3.13). Then, the average

of the pixel values at all the corresponding coordinates is computed, and is

determined as the pixel value at (m,n) on the unwrapped mosaic image. As

shown in Figure 3.3, the resolution of the target captured in the input image

decreases as the angle formed by the surface normal and the line from the

target to the focal point of the camera, depicted by θf , increases. Thus, in the

computation of the average of the pixel values, each pixel value is weighted

according to θf .

The concrete formulation of the computation of I(m,n), the pixel value at

(m,n) on the unwrapped mosaic image is given as follows:

I(m,n) =
1∑

f Wf

∑
f

WfIf (uf , vf ), (3.14)

Wf = K−θf , (3.15)

where If (uf , vf ) is the corresponding pixel value at (uf , vf ) in the f -th input

image, K is a constant which is empirically set to 104, and θf is the angle

formed by the surface normal at (x̄, f(x̄), z̄) and the line from (x̄, f(x̄), z̄) to

the focal point in the f -th frame.

After the unwrapped mosaic image is generated by the above process, a

postprocess is applied to remove the shade on the mosaic image induced by

the curved shape of the target. Here, the following assumptions are made:

the target is a Lambertian surface with the background having the maximum

intensity on the target, and the target is illuminated by a parallel light source.

59



target surface

)),(,( zxfx

surface
normal

θf

target surface

)),(,( zxfx

surface
normal

θfθf

Figure 3.3. Angle formed by surface normal and camera orientation.

As is described in Section 3.3.4, the vertical direction in the mosaic image

coordinate (m,n) is defined to coincide with the direction of the minimum

principle curvature of the target. Thus, under a parallel light source, the effect

of shade is uniform for pixels having the same m coordinate on the mosaic

image. If we can assume that, in any column of the mosaic image, there exists

at least one pixel belonging to the background, the true pixel value Inew(m,n)

without shade can be computed by the following equation:

Inew(m,n) =
ImaxI(m,n)

max(I(m + u, n + v);∀(u, v) ∈ W )
, (3.16)

where W is a rectangular window whose height is larger than its width, e.g.

a window with the size of 5 × 500 pixel, and Imax is the maximum possible

intensity value of an image (typically 255).

3.4. Prototype System for Curved Document

This method for curved document has been developed on a prototype system.

The system is composed of a laptop PC and a hand-held IEEE1394 CCD

camera, whose intrinsic parameters are calibrated by Tsai’s method [Tsa86] in
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advance, and are fixed during the image capturing. The specifications of the

system are shown in Table 3.1.

To enable real-time processing, two stage implementation is employed again.

In the real-time stage, while the user captures a target document using a hand-

held camera, initial 3-D reconstruction by feature tracking is carried out. The

rest of the processes, i.e. detection of reappearing features, global optimiza-

tion, surface fitting and mosaic image generation is executed in the offline

stage.

Experiments performed by this prototype system is described in the fol-

lowing section.

Table 3.1. Specifications of a video mosaicing system for curved target.

Laptop PC

CPU Pentium-M 2.1GHz

Memory 2GB

IEEE1394 camera (Aplux C104T)

Resolution 640×480 pixels

View angle 31.7◦ × 24.1◦

Maximum frame rate 15 frames/sec

61



3.5. Experiments

Two experiments are performed by the prototype video mosaicing system to

evaluate the feasibility of the proposed method. The first experiment is per-

formed on a thick bound book with two pages of curved surface, shown in

Figure 3.4 (sequence 1). The distortion in the resultant mosaic images is eval-

uated quantitatively in the same manner with the experiments on flat targets

in Section 2.6. The second experiment is performed on a label on a wine bottle

shown in Figure 3.5 (sequence 2).

3.5.1 Experiment on Book (Sequence 1)

The target document captured in this experiment is shown in Figure 3.4. The

target is a thick bound book composed of 2 pages of curved surfaces: one page

with texts and the other with pictures and figures. Plus marks (+) are printed

on both pages at every 40mm grid positions for quantitative evaluation.

The target is captured as 640 × 480 pixel images of 300 frames. Sampled

frames of the captured images are shown in Figure 3.6. Cross marks in Fig-

ure 3.7 indicate feature points which are automatically detected and used for

extrinsic camera parameter estimation.

3-D reconstruction result obtained by the proposed method is shown in

Figure 3.8. The curved line shows the camera path, pyramids show the camera

postures in every 10 frames, and the point cloud shows 3-D positions of feature

points. As can be seen, the point cloud coincides with the shape of the thick

bound book.

The shape of the target is estimated after 3 time iterations of reappear-

ing feature detection and surface fitting process. The estimated shape of the

target is shown in Figure 3.9. In the proposed method, the optimal order of

the polynomial surface fitted to the target is automatically determined by ge-

ometric AIC [Kan98]. In this experiment, the order is 5 and 4 for the left and

right pages, respectively.

The unwrapped mosaic images before and after removing shade are shown

in Figure 3.10 and 3.11, respectively. The resolution of the mosaic image is
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Figure 3.4. Thick bound book with curved surface (Sequence 1).

Figure 3.5. Label on a wine bottle (Sequence 2).

3200 × 2192. As can be seen, the distortion on the target has been removed

in the resultant image. Quantitative evaluation of the distortion in the mosaic

images will be given in Section 3.5.3.

The performance of our system in this experiment is as follows: 22 seconds

for initial 3-D reconstruction, 188 seconds for camera parameter refinement

and surface fitting and 410 seconds for generating the final mosaic image.
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3.5.2 Experiment on Label on Wine Bottle (Sequence 2)

The target in this experiment is a label on a wine bottle, as shown in Figure 3.5.

This target is composed of drawings and few lines of texts. Some of them, e.g.

the contour of the label, the text line which says “TYRRELL’S WINES”, are

curved by design. This makes it difficult for conventional distortion correction

methods to perform successfully, since they assume that bunches of straight

lines are present in the document.

The target is captured as 640 × 480 pixel images of 100 frames. Sampled

frames of the captured images are shown in Figure 3.12. Cross marks in

Figure 3.13 indicate feature points which are automatically detected and used

for extrinsic camera parameter estimation.

3-D reconstruction result obtained by the proposed method is shown in

Figure 3.14. The curved line shows the camera path, pyramids show the camera

postures in every 10 frames, and the point cloud shows 3-D positions of feature

points.

The shape of the target is estimated after 3 time iterations of reappearing

feature detection and surface fitting process. The estimated shape of the target

is shown in Figure 3.15. In this experiment, the optimal order of the polynomial

surface fitted to the target is 2.

The unwrapped mosaic images is shown in Figure 3.16. The resolution of

the mosaic image is 3200 × 2343. The process for removing shade described

in 3.3.5 has not been applied for this target, since specular reflection has been

observed in the input images.

It should be noted that, although the target had few lines structures, some

of which are not even straight, the distortion has been successfully removed by

the method. This result shows the advantage of our method over conventional

distortion correction methods which rely on bunches of straight lines in a

document.
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3.5.3 Quantitative Evaluation of Distortion

We evaluate the distortion in the mosaic image generated for a book (Fig-

ure 3.11 using the same method as described in Section 2.6.5.

For each page, the distortion in the mosaic image is evaluated by the dis-

tances between every pair of adjacent plus marks (+). The average, maximum,

minimum and standard deviation of the distances are shown in Table 3.2. The

percentage of each value against the average distance is shown in parenthesis.

In this experiment, the average distortion is 1.11% and 0.81% for the left

and right page, respectively. It should be noted that the method performed

equally well on both pages, regardless to their content. However, the maximum

distortion of 2.8% and 2.2%, which are relatively large, are obtained for the

left and right page, respectively. These large distortions are observed in the

area close to the boundary between both pages. The reason for this is that,

in this area, the angle formed by the surface normal and the optical axis of

the camera is nearly 90 degrees, which causes error in feature tracking and

thus degrades the accuracy of 3-D reconstruction. This is the drawback of our

method which carries out 3-D reconstruction by feature points. Utilizing other

types of image feature, e.g. line and arc segments, besides feature points can

be a promising solution for this problem.

Table 3.2. Distances of adjacent grid points on the mosaic image [pixels (per-

centage from ave.)] (Book).

page average maximum minimum std. dev.

left 338.5(100.0) 348.0(102.8) 331.0(97.8) 3.77(1.11)

right 337.6(100.0) 345.0(102.2) 331.1(98.1) 2.75(0.81)
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1st frame 112nd frame

28th frame 140th frame

56th frame 168th frame

84th frame 200th frame

Figure 3.6. Sampled frames of input image sequence (Sequence 1).
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1st frame 112nd frame

28th frame 140th frame

56th frame 168th frame

84th frame 200th frame

Figure 3.7. Tracked features in input image sequence (Sequence 1).
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(a) frontal view

(b) side view

Figure 3.8. Estimated extrinsic camera parameters and 3-D positions of fea-

tures (Sequence 1).
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Figure 3.9. Target shape estimated from 3-D feature points (Sequence 1).
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1st frame 58nd frame

15th frame 72th frame

29th frame 86th frame

43th frame 100th frame

Figure 3.12. Sampled frames of input image sequence (Sequence 2).
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1st frame 58nd frame

15th frame 72th frame

29th frame 86th frame

43th frame 100th frame

Figure 3.13. Tracked features in input image sequence (Sequence 2).

73



(a) frontal view

(b) side view

Figure 3.14. Estimated extrinsic camera parameters and 3-D positions of fea-

tures (Sequence 2).
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Figure 3.15. Target shape estimated from 3-D feature points (Sequence 2).
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3.6. Conclusion

In this chapter, a geometric distortion-free video mosaicing method for curved

documents is described. In the proposed method, extrinsic camera parameters,

along with 3-D feature positions are estimated by applying structure from

motion technique to the captured video. By fitting a parameterized surface

to the 3-D features, the shape of the curved document is estimated. Using

the estimated shape and extrinsic camera parameters, all the frame images

are dewarped and synthesized on a virtual plane to generate a mosaic image

without curvature distortion.

A prototype system based on the proposed method has been developed, and

is tested in experiments on documents with curved surface. Quantitative eval-

uation on distortion shows that the resultant mosaic image is distortion-free.

The advantage of the proposed method over conventional distortion correction

using text-lines has been shown in the experiment on a document with few

texts.

The limitation of the method is that, since it carries out 3-D reconstruc-

tion by feature points, the accuracy of 3-D reconstruction is degraded in the

boundary between pages in a bound book, which results in distortion in this

area. Utilizing other types of image feature, e.g. line and arc segments, besides

feature points can be a promising solution for this problem. Considering photo

consistency among pixels which fall onto to the same coordinate on the mosaic

image can further improve the accuracy of 3-D reconstruction.
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Chapter 4

Conclusion

In this thesis, a novel video mosaicing method which is capable of generating

a geometric distortion-free mosaic image has been presented.

In general, video mosaicing is prone to two types of distortion. One is

perspective distortion, which appears when the target document is not fronto-

parallel to the camera’s image plane. The other is curvature distortion, which

is caused by projecting curved surface of the target document to the image

plane of the camera.

This thesis first focused on a flat document, and proposed a perspective

distortion-free video mosaicing method for flat documents. In this method,

extrinsic camera parameters are estimated for each frame by applying structure

from motion technique to the captured video. Using estimated extrinsic camera

parameters, the method dewarps all the frame images and synthesizes them

on a virtual fronto-parallel plane to generate a super-resolved mosaic image

without perspective distortion. A novel user interface to guide the user to

capture video sequence which gives efficient and accurate camera parameter

estimation has also been proposed. Experiments on flat documents have been

performed using a prototype system. In each experiment, the mosaic image

has been proved to be distortion-free by quantitative analysis on distortion.

High resolution image up to 23M pixels, which goes far beyond the resolution

of the camera, has been generated by the proposed method.

Then, this method for flat documents was extended to deal with curved doc-
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uments. This extended method generates a virtually flattened mosaic image

of a curved surface. In this method, first, extrinsic camera parameters, along

with 3-D feature positions are estimated by structure from motion. Then, by

fitting a parameterized surface to the 3-D features, the shape of the curved

document is estimated. Using the estimated shape and extrinsic camera pa-

rameters, all the frame images are dewarped to remove curvature distortion

and synthesized on a virtual plane to generate a mosaic image without cur-

vature distortion. This method was also tested in experiments on documents

with curved surface. Quantitative evaluation on distortion has shown that the

resultant mosaic image is distortion-free.

This work differs from previous works in document digitization in that it

does not require any special hardware equipment besides a video camera. This

makes the method suitable for mobile solution, and is one step forward to

ubiquitous document digitization.

The limitation of the method is that, since it carries out 3-D reconstruc-

tion by feature points, the accuracy of 3-D reconstruction is degraded in the

boundary between pages in a bound book, which results in distortion in this

area. Utilizing other types of image feature, e.g. line and arc segments, be-

sides feature points can be a promising solution for this problem. Considering

photo consistency among pixels which fall onto to the same coordinate on the

mosaic image can further improve the accuracy of 3-D reconstruction. This

will remain as a future work in this study.

Another future work is the reduction of the computational time in the of-

fline stage. Implementation on GPUs is expected to reduce the computational

time drastically, since they allow parallel processing.
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