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Abstract. Image inpainting techniques have been widely investigated to
remove undesired objects in an image. Conventionally, missing parts in an
image are completed by optimizing the objective function using pattern
similarity. However, unnatural textures are easily generated due to two fac-
tors: (1) available samples in the image are quite limited, and (2) pattern
similarity is one of the required conditions but is not sufficient for reproduc-
ing natural textures. In this paper, we propose a new energy function based
on the pattern similarity considering brightness changes of sample textures
(for (1)) and introducing spatial locality as an additional constraint (for
(2)). The effectiveness of the proposed method is successfully demonstrated
by qualitative and quantitative evaluation. Furthermore, the evaluation
methods used in much inpainting research are discussed.
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1 Introduction

Image inpainting methods have been widely investigated to remove undesired vi-
sual objects in an image. These methods can be classified into two categories. One
is a non-exemplar-based method and the other is an exemplar-based method. The
lation considering the continuity of pixel intensity. These methods are effective
for small image gaps like scratches in a photograph. However, the resultant im-
age easily becomes unclear when the missing region is large. Therefore, recently
many exemplar-based inpainting methods have been intensively developed be-
cause they can synthesize complex textures in the missing region.
Exemplar-based methods basically synthesize textures for the missing region
based on pattern similarity that is defined between the missing region and the
rest of the image (data region). Some of the exemplar-based methods use the
distance in the feature space as a similarity measure. As the feature space,
Fourier space, wavelet domain and eigenspace have been used [12/T3/14]. Most
of the other exemplar-based methods simply employ SSD (Sum of Squared
Differences)-based pattern similarity measures [I5I6T7I8[T920/2T222324].
Efros et al. [15] have proposed a method that successively copies the most similar
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pattern from the data region to the missing region. Although this method can
generate complex textures, the quality of resultant images is severely affected
by the order of texture copy. To obtain good results with successive texture
copy, confidence maps such as the number of fixed pixels in a window, strength
of isophotes around the missing regions and pattern similarity have been used
to determine the order of texture copy [IG/I7II8]. Although the duplication of
similar textures preserves the local texture continuity in these methods, discon-
tinuous textures are easily synthesized in the completed image. To avoid the
ordering problem, recent inpainting methods employ the iterative global op-
timization approach [T920/21]. In these methods, the objective functions that
evaluate the pattern similarity are defined and optimized by using EM algorithm,
Belief Propagation approach and graph cut approach.

Although the global optimization methods have obtained good results for
many images, unnatural images are still generated due to two factors: (1) avail-
able samples in the data region are quite limited, and (2) pattern similarity is
one of the required conditions but is not sufficient for reproducing natural tex-
tures. Thus, in order to improve the image quality, these two factors should be
considered. There have already been some attempts at this. For (1), the scale and
orientation of textures have been considered to obtain effective samples [22]. For
(2), Sun et al. [23] and Jia et al. [24] have proposed techniques that use explicit
constraints for texture boundaries. These methods synthesize textures preserv-
ing the edges or boundaries of the texture. However, automatic and effective
determination of these explicit constraints is still difficult.

In this paper, we propose a new approach that is different from conventional
ones. For (1), brightness change of sample textures that has not been considered
in the literature is allowed to obtain effective samples. For (2), the spatial locality
of texture pattern is considered as an implicit constraint that is usually satisfied
in a lot of real scenes. In this study, these ideas are implemented with the frame-
work of energy minimization. The effectiveness of our method is demonstrated
with subjective and objective evaluation. In addition, in this paper, the validity
of evaluation methods for image inpainting which has not been well discussed is
analyzed. Furthermore, the problems of qualitative and quantitative evaluation
methods that have been used in the literature are clearly demonstrated.

2 Image Inpainting Based on Energy Minimization

In the proposed method, after initial values are given to missing regions, the
target regions are completed by minimizing an energy function. In the following
sections, the definition of an energy function and the minimization method of
the energy function are described.

2.1 Energy Function Considering Brightness Change and Spatial
Locality

Asillustrated in Figure[I], an image is divided into region 2’ including the missing
region {2 and the data region @, which is the rest of the image. The plausibility
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Fig. 1. Data and missing regions in an image

in the missing region (2 is defined by using image patterns in the data region &.
Here, (2’ is the expanded area of the missing region (2. £ has a central pixel x;
of a square window W overlapping the region 2. The energy function is defined
as the weighed sum of SSD’ representing the pattern similarity considering
brightness change and SD representing the spatial locality as follows:

E = Z wxz. {SSD/(X“)EZ) —+ wdisSD(Xi,)A(i)}, (1)
x; €82

where x; is the pixel in the region 2, X; is the corresponding pixel in the data
region @ and wg;s is the weight for the spatial locality. Here, wy, is the weight
for pixel x; and is set as 1 if x; is inside of the region £2' N2 because pixel values
in this region are fixed: otherwise wy, is set as ¢=¢ (d is the distance from the
boundary of {2 and ¢ is a constant) because pixel values around the boundary
have higher confidence than those in the center of the missing region. In the
following, definitions of SSD’(x;,%;) and SD(x;,%;) are described.

Similarity considering brightness change
The similarity measure SSD’ is defined as:

SSD'(xi,%i) = > {I(xi +P) — ax,x,[(%i + p)}°, (2)
pew

where I(x) represents the intensity of pixel x. ax,x, is the intensity modifica-
tion coefficient. By using this coefficient, the brightness of the texture in the
data region is adjusted to that in the missing region so as to prevent unnatural
brightness changes. In this paper, we employ the ratio of average pixel values
around the pixels x; and X; as the coefficient ax,x, .

Oxi%; = : (3)
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Fig. 2. Sigmoid function for cost of spatial locality

However, an unnatural image is easily generated if large brightness change is
approximated by linear transformation. Therefore, we limit the range of the
value oy, x, -

Spatial locality of texture
Cost term SD for spatial locality of a texture pattern is defined by using a
sigmoid function:

Wl

SD(xi,%;) = 1+ et-K(xi—%:[[-X0)}’ @

where K and X, are constant and || W || is the number of pixels in a window.
As illustrated in Fiture [2 this cost term is based on the assumption that the
probability of similar texture existence for a certain pixel is uniformly high (cost
is uniformly low) in the object region which the pixel belongs to. On the other
hand, outside the object region, the probability can be assumed to be uniformly
low (cost is uniformly high). By adding the constraint of spatial locality, even
when the deformation of texture pattern exists around the missing region, ap-
propriate textures that exist near the missing region are preferentially selected.

2.2 Energy Minimization

The energy function F in Eq. () is minimized by using a framework of greedy
algorithm. In our definition of the energy F, the energy for each pixel can be
treated independently if pattern pairs (x;,%X;) can be fixed and the change of
the coefficient ay,%, in iteration is very small. Thus, we repeat the following
two processes until the energy converges: (i) update of pairs of windows keeping
pixel values fixed, and (ii) parallel update of all the pixel values keeping pairs of
windows fixed.
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In process (i), the update of the pair of windows is performed by calculating
%; keeping the pixel values I(x;) fixed. X; is determined as follows:

x; = f(x;) = argmin(SSD’ (x;,x) + wais SD(x;, X)). (5)
x€P

In process (ii), all the pixel values I(x;) are updated in parallel so as to
minimize the energy keeping the similar pairs of windows fixed. In the following,
the method for calculating the pixel values I(x;) is described. First, the energy
E is resolved into the element energy F(x;) for each pixel in the missing region.

As shown in Figure Bl the target pixel to be updated is x;, and the pixel
position inside a window can be expressed as x;+p (p € W) and is corresponded
to f(x;+p) by Eq. (B). Thus, the position of the pixel corresponding to the pixel
x; is f(x; + p) — p. Now, the element energy F(x;) can be expressed in terms of
the pixel values of x; and f(x; +p) — p, the coefficient o and the Euclid distance
between x; and f(x;) as follows:

E(Xz) = Z w(xﬁ-p){l(xi) - O‘(xi-',-p)f(xi,-‘rp)l(f(xi + p) - p)}2
peW
| W]
1 + e{-K(xi—f(x:)l-Xo)} (6)

+ Wqjs

The relationship between the energy FE for all of the missing region and the
element energy F(x;) for each pixel can be written as follows:

E= Y E(x)+C. (7)

x; €0

C is the energy of pixels in the region 2N, and is treated as a constant because
pixel intensities in the region and all pairs of windows are fixed here. Therefore,
by minimizing the element energy F(x) respectively, the total energy E can be
minimized. Here, if it is assumed that the change of ay, #(x,) is smaller than that
of the pixel intensity I(x;), by differentiating FE(x;) with respect to I(x;), each
pixel value I(x;) in the missing region can be calculated in parallel as follows:

W(x; Q(x; X 1 X; + -
I(x;) = Lpew Woxitp) Uxitp)f (x4 [ (F (X +P) —P). ®
> pew Wixi+p)

Additionally, in order to avoid local minima efficiently, a coarse-to-fine ap-
proach is also employed for energy minimization. Specifically, an image pyramid
is generated and the energy minimization processes (i) and (ii) are repeated
from higher-level to lower-level layers successively using a certain size of win-
dow. Good initial values are given to the lower layer by projecting results from
the higher layer. This makes it possible to decrease computational cost and avoid
local minima. In the lowest layer (original size), the energy minimization process
is repeated while reducing the size of the window, and it enables reproduction
of more detailed textures.
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Fig. 3. Relationship between pixels in energy calculation

3 Experiments

In experiments, we have compared the proposed method with conventional
ones using 100 images. The methods are our implemented Criminisi’s method
(Method A) [I7], our implemented Wexler’s method (Method B) [20] and the
proposed method (Method E). To confirm the effectiveness of considering the
brightness change and spatial locality, respectively, the proposed method allow-
ing only brightness change (Method C) and the proposed method considering
only spatial locality (Method D) were also evaluated. In these experiments, each
parameter in the energy function was set as shown in Table [I] for all the images.
Here, the missing region was manually specified, and the average pixel value of
the boundary of the missing region was given as an initial value in the missing
region.

3.1 Qualitative Evaluation

All the completed images by 5 methods were subjectively evaluated by 37 sub-
jects. The subjects were requested to access the web page for questionnaire eval-
uation and evaluate the resultant images arranged in random order by giving a
score of 1(bad) to 5 (good).

Table 1. Parameters in experiments

Window size N, |max 9x9

min 3x3
Weight for distance Wis 120
Parameter in sigmoid function K 0.4
Xo 20
Range of coeflicient « D 0.1
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The average scores of the 100 resultant images are shown in Table 2] for each
method[] Table @ shows that the average score by the proposed method (method
E) is higher than the scores by the conventional methods (methods A and B).
In this experiment, scores of the proposed method (method E) and the conven-
tional methods (methods A and B) were compared by using the t-test with a 5%
significant level. Resultingly, significant difference was observed between these
scores. In addition, both methods C and D obtained higher scores than meth-
ods A and B and significant differences were also observed by using the t-test
with a 5% significant level. Therefore, the proposed method can be statistically
verified to be better than the conventional methods A and B, and considering
brightness change and spatial locality is respectively effective. Figure M shows
example images for which the proposed method had better scores. The proposed
method has generated better results for the images in which brightness change
and deformation of texture patterns exist around the missing regions due to the
illumination change and the perspective projection effect.

3.2 Quantitative Evaluation

In this experiment, RMSE was computed for 29 images whose missing regions
were specified regardless of the object regions, and we did not use the remaining
71 images because the missing regions of the 71 images are specified so as to
remove certain objects. Table [Blshows the average RMSE. From the results, the
proposed method is the best of all 5 the methods and significant differences
between the proposed (E) and conventional methods (A and B) were observed
by using the t-test with a 5% significant level.

3.3 Discussion of Evaluation Methods

Although some evaluation have been done in the literature of image inpainting,
the validity of evaluation methods has not been well discussed. In this section,
qualitative and quantitative evaluation methods are analyzed using our results
and their problems are clarified.

Table 2. Average score from 100 images

Method A|B|C|D]|E
Average score|2.21(3.24|3.39|3.42|3.60

Table 3. Average RMSE from 29 images

Method| A B C D E
RMSE [42.95|28.40(27.83|28.36|27.44

! One hundred input and resultant images are shown on the web page
[http://yokoya.naist.jp/research/inpainting/].
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(a) Input images with a missing region.

(b) Results by Wexler’s method [20].

(c) Results by the proposed method.

Fig. 4. Example images providing the proposed method with better scores

Reliability of qualitative evaluation

The evaluation using a few images and a few subjects may not be able to validate
the effectiveness of inpainting methods due to the bias of images and subjects.
In this section, the reliability of the result when the images and subjects are



Image Inpainting Considering Brightness Change and Spatial Locality 279

Average Ranking Error: Average Ranking Error: ARE ARE=0
=ARE 01 005 ARE=0 _ 37 0.1,0.05, g
4 ST 3 T (Tn=szn=18) | )
© P © 29 =1
® 9T -] @
£ or SR
> be ol S 22 -
2 2 el {

S 5T (he2ned 5 )
g i) (he2n=d) g 5 IR (h=2,n=49) {___|
\ood
§ 1 AN — 2 1 k\ \\\X}L}J\ -
1 5 100 1 20 40 100
Number of images: n Number of images: n
(a) For A and E. (b) For D and E.

Fig. 5. Relationships among ARE and the number of images and subjects

decreased in a questionnaire is analyzed in simulation. Here, the ranking of the
methods decided by the average of scores given by 37 subjects in the question-
naire using 100 images were used as the ground truth.

In this paper, as the reliability measure of evaluation results, RE (Ranking
Error) is defined as:

0 (Vi,g(i,100,37) — g(i,n, h) = 0)

1 (otherwise),

RE(n,h) = { (9)

where g(i, n, h) represents the rank order of the method ¢ determined by n images
and h subjects. In this study, we compute RE(n,h) with respect to random
selection of n images and h subjects from 100 images and 37 subjects. ARE(n, h)
is the average score of RE(n, h) by 10,000 times selection.

Figure [ shows the relationship among ARE and the number of images and
subjects. In this figure, (a) and (b) illustrate isolines of ARE for the methods A
and E, and D and E, respectively. In this figure, isolines are drawn every 0.05.

The scores of the methods A and E are significantly and largely different.
From Figure[Bl(a), when h=2, the ranking corresponds to the ground truth more
than 95% of the time (ARE=0.05) if n>3. Therefore, for methods that generate
significantly different results, the ranking is usually equivalent to the ground
truth even if the numbers of subjects and images are small. On the other hand,
the scores of the methods D and E are significantly but a little different. From
Figure Bl(b), in order for the ranking to correspond to the ground truth more
than 95% of the time, more than 49 images are needed if h=2. Even if h=37,
at least 18 images are needed. Therefore, if the numbers of subjects and images
are small, the ranking may not correspond to the ground truth and the result
of subjective evaluation is not reliable. Therefore, to evaluate image inpainting
methods persuasively, many images and subjects (for example, 40 images and 5
subjects) are needed.
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Fig. 6. Correlation coefficient between RMSE and subjective score

Fig. 7. Images with inverse correlation between RMSE and subjective evaluations

Relationship between quantitative and qualitative evaluation

In the literature on image inpainting, as the quantitative evaluation, MSE
(Mean Squared Error), RMSE (Root Mean Squared Error) and PSNR (Peak
Signal-to-Noise Ratio), which are based on computing pixel-wise differences be-
tween original and inpainted images, have been often used. In this evaluation,
RMSE is computed for each image, and the relationship between RMSE and
scores given by subjects is discussed.

Figure [@ illustrates the distribution of the correlation coefficient between
RMSE and the subjective score for 29 images: (a) is by 5 methods, (b) is by
4 methods except for method A [I7]. Correlation coefficient Cc is computed as
follows:

Ny SN R, S; — xNm Ry 5 Nm g,

Ce =
VNa EN R — (57 RN £V 52— (505,

, (10)

where N,, is the number of methods, R; is RMSE and S; is the average score
by subjects. From Table [J and Figure [6[a), there is a clear negative correlation
between RMSE and subjective score. From this, although the evaluation result
by RMSE may correspond to the ground truth, there also exist three images
(Figure [7) where positive correlation exists. As shown in Figure [T, these images
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have very high-frequency components. It is well known that pixel correlation-
based similarity measures including RMSE are sensitive to pixel phase shift
for a high frequency component. However, such a pixel phase shift does not
always affect the naturality of images. Thus, RMSE cannot appropriately eval-
uate the images with a high frequency component. Figure [B(b) illustrates the
distribution of the correlation coefficient by the 4 methods except for method
A, whose score is extremely low. In Figure [6(b), one third of the coefficients
indicate positive correlation. This means that the small difference in RMSE
does not always represent that of image naturality. Therefore, RMSE cannot be
used as an absolute criterion of image naturality but can be used for a rough
evaluation.

4 Conclusion

In this paper, the new energy function for image inpainting has been proposed.
To obtain good results for many images, two factors were considered: (1) bright-
ness change of sample textures was allowed, (2) spatial locality was introduced
as a new constraint. By considering these two factors, the missing region was
completed successfully for many images. In experiments, we have demonstrated
the effectiveness of our method by qualitative and quantitative evaluation. we
have also discussed the validity of evaluation methods for image inpainting. In
future work, we should establish a method to decide optimum parameters auto-
matically by analyzing an image.
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Research (A), 19200016.
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