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Abstract. This paper describes a spatio-temporal super-resolution
method using depth maps for static scenes. In the proposed method, the
depth maps are used as the parameters to determine the corresponding
pixels in multiple input images by assuming that intrinsic and extrinsic
camera parameters are known. Because the proposed method can deter-
mine the corresponding pixels in multiple images by a one-dimensional
search for the depth values without the planar assumption that is of-
ten used in the literature, spatial resolution can be increased even for
complex scenes. In addition, since we can use multiple frames, temporal
resolution can be increased even when large parts of the image are oc-
cluded in the adjacent frame. In experiments, the validity of the proposed
method is demonstrated by generating spatio-temporal super-resolution
images for both synthetic and real movies.
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1 Introduction

A technology that enables users to virtually experience a remote site is called
telepresence [I]. In a telepresence system, it is important to provide users with
high spatial and high temporal resolution images in order to make users feel
like they are existing at the remote site. Therefore, many methods that increase
spatial and temporal resolution have been proposed.

The methods that increase spatial resolution can be generally classified into
methods that use one image as input [2J3] and methods that require multiple
images as input [J56/7]. The methods using one image are further classified
into two types: ones that need a database [2] and ones that do not [3]. The
former method increases the spatial resolution of the low resolution image based
on previous learning of the correlation between various pairs of low and high
resolution images. The latter method increases the spatial resolution by using a
local statistic. These methods are effective for limited scenes but largely depend
on the database and the scene. The methods using multiple images increase the
spatial resolution by corresponding pixels in the multiple images that are taken
from different positions. These methods determine pixel values in the super-
resolved image by blending the corresponding pixel values [456] or minimizing
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the difference between the pixel values in an input image and the low resolution
image generated from the estimated super-resolved image [7]. Both methods
require the correspondence of pixels with sub-pixel accuracy. However, in these
methods, the target scene is quite limited because the constraints of objects in
the target scene such as planar constraint are often used in order to correspond
the points with sub-pixel accuracy.

The temporal super-resolution method increases the temporal resolution by
generating interpolated frames between the adjacent frames. Methods have been
proposed that generate an interpolated frame by morphing that uses the movement
of the points between adjacent frames [§[9]. Generally, the quality of the generated
image by morphing largely depends on the number of corresponding points be-
tween the adjacent frames. Therefore, especially when many corresponding points
do not exist due to occlusions, the methods rarely obtain good results.

The methods that simultaneously increase the spatial and temporal resolution
by integrating the images from multiple cameras have been proposed [TOJIT].
These methods are effective for dynamic scenes but require a high-speed camera
that can capture the scene faster than ordinary cameras. Therefore, the methods
cannot be applied to a movie taken by an ordinary camera.

In this paper, by paying attention to the fact that determination of dense corre-
sponding points is essential for spatio-temporal super-resolution, we propose the
method that determines corresponding points of multiple images with sub-pixel
accuracy by one-dimensionally searching for the corresponding points using the
depth value of each pixel as a parameter. In this research, each pixel in multiple
images is corresponded with high accuracy without the strong constraints for a
target scene such as the planar assumption by a one-dimensional search of depth
under the condition that intrinsic and extrinsic camera parameters are known.
In work similar to our method, the spatial super-resolution method that uses a
depth map has already been proposed [12]. However, this method needs stereo-
pair images and does not increase the temporal resolution. Our advantages are
that: (1) a stereo camera is not needed but only a general camera is needed, (2) the
temporal resolution is increased by applying the proposed spatial super-resolution
method to a virtual viewpoint located between temporally adjacent viewpoints of
input images, and (3) corresponding points are densely determined by considering
occlusions based on the estimated depth map.

2 Generation of Spatio-temporal Super-Resolved Images
Using Depth Maps

This section describes the proposed method which generates spatio-temporal
super-resolved images by corresponding pixels in each frame using depth maps.
Here, in this research, a target scene is assumed to be static and camera po-
sition and posture of each frame and initial depth maps are given by some
other methods like structure from motion and multi-baseline stereo. In the pro-
posed method, the spatial resolution is increased by minimizing the energy func-
tion, which is based on the image consistency and the depth smoothness. The
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temporal resolution is also increased by the same framework with the spatial
super-resolution method.

2.1 Energy Function Based on Image Consistency and Depth
Smoothness

Energy function Ef for the target f-th frame is defined by the sum of two
different kinds of energy terms:

Ef = Ery +wEpy, (1)

where Ery is the energy for the consistency between the pixel values in the
super-resolved image of the target f-th frame and those in the input images of
each frame, Ep¢ is the energy for the smoothness of the depth map, and w is
the weight. In the following, the energies Ejy and Epy are described in detail.

(1) Energy E;; for Consistency

The energy E;¢ is defined based on the plausibility of the super-resolved image
of the f-th frame using multiple input images from the a-th frame to the b-th
frame (a < f <b) as follows:

XL IN(0,) (g — mag)|
B S AN N ¥

Here, g, = (gn1,- -, gnp)’ is a vector notation of pixel values in an input image of
the n-th frame and m,,y = (myf1,- -, mnfp)T is a vector notation of pixel values
in the image of the n-th frame simulated by the estimated super-resolved image
and the depth map of the f-th frame (Fig.[I). N(O,,) is a p x p diagonal matrix
whose on-diagonal element is the same as the element of vector O,,. Although Ej¢
is basically calculated based on the difference between the input image g, and the
simulated image m,, s, some pixels in the simulated image m,, y do not correspond
to pixels in the f-th frame due to occlusions and projection to the outside of the
image. Therefore, by using the mask image O,, = (Op1, -, Opp) whose element
is 0 or 1, the energies of the non-corresponding pixels are not calculated in Eq. (2]).
Here, the simulated low-resolution image m,, s is generated as follows:

)T

where sy = (sf1, -+, 8fq)7 is a vector notation of pixel values in the super-
resolved image and z; = (zp1,--+,274)7 is a vector notation of depth values

corresponding to the pixels in the super-resolved image s;. Hy,(z) is the trans-

formation matrix that generates the simulated low-resolution image of n-th frame

from the super-resolved image of the f-th frame by using the depth map z;.
Hy,(zy) is represented as follows:

T

an(zf): [alhlv"'aaihiv"'aaphp] ) (4)

where «; is a normalization factor and h; is a ¢g-dimensional vector.
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Fig. 1. Relationship between an input image and a super-resolved image

hy = (hit, -, higy 5 g ) (5)

Here, h;; is a scalar value (1 or 0) that indicates the existence of correspondence
between the j-th pixel in the super-resolved image and the i-th pixel in the input
image. h;; is calculated based on the estimated depth map as follows:

hij = {O; dn(pfj).#i or z}j > zni +C (6)
1; otherwise,
where py; indicates the three-dimensional coordinate in the scene corresponding
to the j-th pixel in the super-resolved image as shown in Fig. [l and d,(p)
indicates the index of pixels in the n-th frame onto which p is projected. As
shown in Fig. 2] z} ;s the depth value in the n-th frame converted from the
depth value zy; in the f-th frame and z,; is the corresponding depth value in
the n-th frame. C' is a threshold for determining occlusion.
The normalization factor «; in Eq. ) is the number of pixels in the super-
resolved image that are projected onto the i-th pixel in the simulated image
m, . oy is defined as follows using h;:

0 ;|h|=0
Q; = 7
{ |h1,-\2 5 |hz| > 0. ( )
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Fig. 2. Difference in depth by occlusion

(2) Energy Epy for smoothness

The energy Epy is defined based on the smoothness of the depth in the target
frame as the following equation under the assumption that the depth along x
and y direction is smooth in the target scene.

_ 2fjva | o P28iv0  O2pis

2.2 Spatial Super-Resolution by Depth Optimization

In this research, a super-resolved image is generated by minimizing the energy
E¢ whose parameters are pixel and depth values in the super-resolved image. As
shown in Eq. @), Eyy is calculated based on the difference between the input
image g, and the simulated image m, . Here, whereas g, is invariant, m,
depends on the pixel values sy and the depth values zy. Because it is difficult
to minimize the energy by simultaneously updating the pixel and depth values
in this research, the energy E; is minimized by repeating the following two
processes until the energy converges: (i) update of the pixel values sy in the
super-resolved image keeping the depth values z; in the target frame fixed, (ii)
update of the depth values z; in the target frame keeping the pixel values s; in
the super-resolved image fixed.

In process (i), the transformation matrix Hy, (z ) for the pixel correspondence
between the super-resolved image and the input image is invariant because the
depth values z in the target frame are fixed. The energy Epy for depth smooth-
ness is also constant. Therefore, in order to minimize the total energy E, the
pixel values sy in the super-resolved image are updated so as to minimize the
energy Es for the image consistency. Here, each pixel value s¢; in the super-
resolved image is updated in a way similar to method [7] as follows:

S0 (i — Mingi)Oni)

Zz:a O’” (9)

Spj <S55+
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In process (ii), the depth values z are updated by fixing the pixel values s
in the super-resolved image. In this research, because each pixel value in the
simulated image m,,; discontinuously changes by the change in the depth z;, it
is difficult to differentiate the energy F; with respect to depth. Therefore, each
depth value is updated by discretely moving the depth within a small range so
as to minimize the energy E.

2.3 Temporal Super-Resolution by Setting a Virtual Viewpoint

In this research, a temporal interpolated image is generated by applying com-
pletely the same framework with the spatial super-resolution to a virtual view-
point located between temporally adjacent viewpoints of input images. Here,
because camera position and posture and a depth map, which are used for spa-
tial super-resolution, are not given for an interpolated frame, it is necessary to
set these values.

The position of the interpolated frame is determined by averaging the posi-
tions of the adjacent frames. If we want to generate multiple interpolated frames,
the positions of adjacent frames are divided internally according to the number
of interpolated frames. The posture of the interpolated frame is also determined
by interpolating roll, pitch and yaw parameters of adjacent frames. The depth
map of the interpolated frame is generated by averaging the depth maps of the
adjacent frames.

3 Experiments

In order to demonstrate the effectiveness of the proposed method, spatio-temporal
super-resolution images are generated for both synthetic and real movies.

3.1 Spatio-temporal Super-Resolution for a Synthetic Movie

In this experiment, a movie taken in a virtual environment as shown in Fig.[3 was
used as input. Here, true camera position and posture of each frame were used
as input. As for the initial depth values, Gaussian noise equivalent to an average
of one pixel projection error on an image was added to the true depth values and
the depth values were used as input. Table[Il shows parameters, and all 31 input
frames are used for spatio-temporal super-resolution. In this experiment, a PC
(CPU: Xeon 3.4GHz, Memory: 3GB) was used and it took about five minutes
to generate one super-resolved image.

Table 1. Parameters in experiment

Input movie [320 240[pixels] 31[frames]

Output movie|640 480[pixels] 61[frames]
Weight w 100

Threshold C 1[m]
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Fig. 3. Experimental environment

(¢) Ground truth image

Fig. 4. Comparison of images

Figure @ shows the enlarged input image by bilinear interpolation (a), the
super-resolved image generated by the proposed method (b) and a ground truth
image (29-th frame) (c). The right part of each figure is a close-up of the same
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(a) Initial depth (YZ plane) (b) Optimized depth (YZ plane)

Fig. 5. Change in depth

region. From Fig. M the quality of the image is improved by super-resolution
of the proposed method. Figure [l shows the initial depth values and the depth
values after energy minimization. From this figure, the depth values become
smooth from the noisy ones.

Next, the spatio-temporal super-resolved images generated by the proposed
method were evaluated quantitatively by calculating PSNR (Peak Signal to Noise
Ratio) using the ground truth images. Here, as comparison movies, the following
two movies were used.

(a) A movie in which the spatial resolution is enlarged by bilinear interpolation
and the temporal resolution is the ground truth

(b) A movie in which the interpolation frame is generated by using the adjacent
previous frame and the spatial resolution is the ground truth

Figure [6] shows PSNR between the ground truth images and the images by
each method. Here, as for movie (b), PSNR only for the interpolated frames is
shown because the interpolated frame in movie (b) is the same as the ground
truth image. From this figure, the super-resolved images by the proposed method
obtained higher PSNR than movie (a). In the interpolated frames, the super-
resolved images by the proposed method also obtained higher PSNR than movie
(b). However, in the proposed method, the improvement effectiveness of the
image quality is small around the first and last frames. This is because there are
only a few frames that are taken at spatially close positions from the observed
position of the target frame.

3.2 Super-Resolution for a Real Image Sequence

In this experiment, a video movie was taken by Sony HDR-FX1 (1920 x 1080
pixels) from the air and we used a movie that was scaled to 320 x 240 pixels
by averaging pixel values as input. As camera position and posture, we used the
parameters estimated by structure from motion based on feature point tracking
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Fig. 6. Comparison of PSNR between the ground truth images and the images by each
method

(a) Input image (b) Super-resolved image

Fig. 7. Comparison of input and super-resolved images

[13]. As initial depth maps, we used the interpolated depth map estimated by
multi-baseline stereo for interest points [14]. Figure [7 shows the input image
of the target frame and the super-resolved image (640 x 480 pixels) generated
by using eleven frames around the target frame. From this figure, both the
improved part ((1) in this figure) and the degraded part ((2) in this figure) can
be observed. We consider that this is because the energy converges to a local
minimum because the initial depth values are largely different from the ground
truth due to the depth interpolation.

4 Conclusion

In this paper, we have proposed a spatio-temporal super-resolution method by
simultaneously determining the corresponding points among many images by
using the depth map as a parameter under the condition that camera parameters
are given. In an experiment using a simulated video sequence, super-resolved
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images were quantitatively evaluated by RMSE using the ground truth image
and the effectiveness of the proposed method was demonstrated by comparison
with other methods. In addition, a real movie was also super-resolved by the
proposed method. In future work, the quality of the super-resolved image should
be improved by increasing the accuracy of correspondence of points by optimizing
the camera parameters.
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Research (A), 19200016.
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