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ABSTRACT

Indirect augmented reality (IAR) utilizes pre-captured omnidi-
rectional images and offline superimposition of virtual objects
for achieving high-quality geometric and photometric registration.
Meanwhile, IAR causes inconsistency between the real world and
the pre-captured image. This paper describes the first-ever study
focusing on the temporal inconsistency issue in JAR. We propose a
novel IAR system which reflects real-world illumination change by
selecting an appropriate image from a set of images pre-captured
under various illumination. Results of a public experiment show
that the proposed system can improve the realism in IAR.

Index Terms: H.5.1 [Information Interfaces and Presentation]:
Multimedia Information Systems—Aurtificial, augmented, and vir-
tual realities

1 INTRODUCTION

In IAR [4], as shown in Figure 1, virtual objects (C) are first super-
imposed on pre-captured image (B) of the real world in the offline
process. An appropriate part of the pre-rendered augmented image
is presented in the online process to a user through a mobile device
based on roughly estimated orientation of the device. Unlike con-
ventional AR methods that overlay virtual objects on images cap-
tured in real-time, IAR achieves high quality registration between
pre-captured images (B) and virtual objects (C) with low computa-
tional cost on mobile devices.

However, IAR essentially causes spatial and temporal inconsis-
tency between the pre-captured image (B) and the real world (A).
IAR is intended to be used only at a place where the images are
captured. Thus, spatial inconsistency appears when used at other
places, and the user may find differences of viewpoints. The orig-
inal IAR study [4] investigated the perceptual effects by the differ-
ence of the viewpoints between the user and the captured point. In
case that the appearance of the real world is changed from those
when the omnidirectional images were captured, the temporal in-
consistency becomes noticeable. An experiment using an IAR sys-
tem [1] reported that the temporal inconsistency caused by illu-
mination change was perceived larger than the spatial one. The
temporal inconsistency is a significant problem occurring in IAR
nevertheless it has less been investigated. This paper focuses on
the temporal inconsistency in IAR, particularly caused by temporal
change of real-world illumination, and describes a novel IAR sys-
tem considering the appearance change of real-world illumination.

2 1AR CONSIDERING ILLUMINATION CHANGE

The proposed IAR system is divided into online and offline pro-
cesses along with usual IAR systems. Unlike the ordinary IAR, in
the offline process, omnidirectional images are captured under var-
ious illumination conditions at the same position. Virtual objects
are then superimposed onto omnidirectional images and stored into
a database with corresponding sub-image histograms. In the on-
line process, a pre-generated augmented image, whose illumination
condition is the most similar to that of the real scene acquired by a
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(A) Real world

(C) Virtual object

Figure 1: Registration problems in IAR. Inconsistency between the
real world (A) and pre-captured images (B) appears due to illumina-
tion change (the real world is cloudy; while the IAR scene is sunny).

mobile device, is selected from the database based on a histogram
similarity. Finally, the selected image is transformed to a planar
perspective image, which is presented onto the mobile device.

2.1 Offline Process

This process generates a database consisting of augmented omni-
directional images, from which dynamic objects are removed, and
corresponding sub-image histograms. The histograms are used in
online process for efficiently determining a similar image in respect
to illumination condition. Although real-time pixel-wise matching
methods for mobile and omnidirectional images [3] are available,
sensor-based orientation, which does not achieve a pixel accuracy,
is used in most AR implementations owing to the light computa-
tional cost. Histogram-based similarity is robust against the orien-
tation error, as well as efficient because it is not necessary to store
whole pixel data into the database on a mobile device.

Multiple omnidirectional videos, each of whose duration is about
several tens of seconds, are first captured at the fixed position un-
der various illumination conditions. Omnidirectional images with-
out dynamic objects are generated from the input videos using a
panoramic photography approach for crowded environments [2].
Then, sub-image (i.e., block regions in the image) histograms are
calculated from each omnidirectional image, in which dynamic ob-
jects are removed. Virtual objects are superimposed on the omnidi-
rectional images without dynamic objects.

2.2 Online Process
An augmented omnidirectional image, whose illumination condi-
tion is considered to be the most similar to that of the real world,
is selected based on the differences between sub-image histograms
of each pre-captured image and real-world images captured by the
mobile device. The selected image is presented on a display of the
mobile device as the form of planar perspective image depending
on the orientation of the device as with the usual IAR systems [4].
Since users can freely change their view direction during the IAR
experience, we should consider the difference of illumination con-
ditions for various viewing directions. Thus, assuming the real-
world illumination does not vary during an IAR experience, differ-
ences between the i-th pre-captured image and the mobile images
captured in various orientation 6 are calculated, and then unified
into a difference D(i) of a whole direction. A pre-captured image
with the minimum D(i) is selected as the most similar one.
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(a) Sunny (with small clouds), 12 am

(b) Sunny, 4 pm

(c) Cloudy, 12 am

Figure 2: Augmented omnidirectional images under various illumination as well as their perspective transformation for a given orientation.

A difference diff,(i, 0,s.) for an orientation 6 and a color channel
¢ € R,G, B is calculated using sub-image histograms corresponding
to 0 and the histogram of the mobile image. It is based on the sum
of squared differences between the histograms, which are normal-
ized by the number of pixels used for the difference calculation.
The change of the luminance and the white balance between pre-
captured and mobile images are compensated so as to minimize the
difference with changing a scale factor s. for each color channel.

3 PuBLIC EXPERIMENT USING HISTORICAL APPLICATION

We have developed a practical historical application set in the To-
daiji temple, a UNESCO World Heritage site in Nara, Japan, and
have performed a public experiment in cooperation with Todaiji, to
confirm the effect of illumination consideration on IAR.

In this application, appearances of three buildings at the time of
the foundation of Todaiji were superimposed on pre-captured om-
nidirectional images.! Nine omnidirectional images were captured
under several time of day and weather conditions at a fixed position
using an omnidirectional camera, Ladybug3 (Point Grey Research
Inc.). Figure 2 shows examples of augmented omnidirectional im-
age, on which a virtual buildings were superimposed using 3ds Max
(Autodesk, Inc.) with offline manual editing (i.e., adjusting light
sources, and designating occlusion masks). The perspective images
in Figure 2 are examples of IAR images displayed onto mobile de-
vices. This application has three display modes for the comparison:

1. Proposed system: Display an IAR scene with the smallest dif-
ference D(i).

2. Ordinary IAR: Display an IAR scene randomly selected.

3. Worst case: Display an IAR scene with the largest D(i).

The difference D(i) was calculated using mobile images of a whole
circumference that were captured for approximately every 30° just
before each trial. The IAR scenes were displayed onto mobile de-
vices, iPad2 and iPad 4th generation (Apple Inc.) with full-screen
mode except for a question sentence as well as small buttons for an-
swering scores and switching the display modes. The physical loca-
tion of participants during the experiment was within a few meters
from the position where the omnidirectional images were captured.
The experiment was carried out in the whole daytime under either
sunny or cloudy weather (depending on the participant).

Total 87 public participants experienced the application. The
number of participants for each generation were 1, 6, 6, 11, 19,
25, and 19 for their 10’s to 70’s, respectively. 56 participants were
male, and remains were female. Most participants were not familiar
with AR/MR fields. The participants first experienced the applica-
tion with switching among these modes, and then scored each of
them through the question about the realism of IAR scenes: “Does
the virtual buildings look as if it is really in the real world?” on a
scale of 1 (absolutely no) to 7 (absolutely yes). The order in which
the display modes were presented was randomized, and participants
were allowed to switch and watch among them as many times as
they wished even while answering the question. Free commentary
was corrected after scoring all images.

IThese models were created with reference to the miniature model of
Todaiji with architectural validation by Yumiko Fukuda, Hiroshima Insti-
tute of Technology, and patina expression technology validation by Takeaki
Nakajima, Hiroshima City University.
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Figure 3: Realism scores in a public experiment.

Figure 3 shows the average score for each display modes. The
score for the proposed system is the best for the realism of IAR
scenes. The scores are significantly different by an one-way re-
peated measures ANOVA with a post-hoc paired t-test with Bonfer-
roni correction (p < 0.05). This result indicates that considering the
illumination change of the real world contributes the improvement
of the realism of IAR scenes.

This result clearly shows realism improvement of IAR scenes;
however, several participants pointed out that the aesthetics of IAR
scenes affected their scores in addition to the consistency between
the IAR scenes and the real world. A few participants actually
scored better for IAR scenes using sunny pre-captured images than
cloudy ones, even though they experienced the application under
cloudy weather. This issue may bring a large benefit to IAR ap-
plications when it will be investigated further; i.e., depending on
the application and/or the user, presenting aesthetic IAR scenes can
improve the realism in an IAR experience.

4 CONCLUSIONS AND FUTURE WORK

This paper has proposed an IAR system considering the real-world
illumination changes, which displays an IAR scene similar to the
real-world scene from among those captured under various time
of day and weather conditions. The experiment indicated that our
prototype system contributed to improve the realism of IAR scenes;
while the aesthetics of the scene can also affect the realism. In
future work, we plan to develop a more efficient method to prepare
the pre-captured images, which does not require multiple capture
under various illumination by employing a relighting technique.
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