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Abstract. We propose ReMagicMirror, a system to help people learn
actions (e.g., martial arts, dances). We first capture the motions of a
teacher performing the action to learn, using two RGB-D cameras. Next,
we fit a parametric human body model to the depth data and texture it
using the color data, reconstructing the teacher’s motion and appearance.
The learner is then shown the ReMagicMirror system, which acts as
a mirror. We overlay the teacher’s reconstructed body on top of this
mirror in an augmented reality fashion. The learner is able to intuitively
manipulate the reconstruction’s viewpoint by simply rotating her body,
allowing for easy comparisons between the learner and the teacher. We
perform a user study to evaluate our system’s ease of use, effectiveness,
quality, and appeal.
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1 Introduction

When people want to learn an action, e.g., a martial arts performance or a
dance, one of the most intuitive ways is to watch a teacher performing the ac-
tion and imitate it. This can be done in person, e.g., how most martial arts
are traditionally learned, or from a recording, such as a video of teacher per-
forming the action. Both ways have advantages and disadvantages: imitating a
teacher in-person is limited by the availability of the teacher regarding time and
place, but the learner is free to observe the action from any point of view. In
contrast, the video may be watched anytime and anywhere, but is limited to
the original capturing point of view, which may pose problems for difficult or
hard-to-understand actions.

There are several technical remedies that try to provide convenience for learn-
ers without spoiling the capability to view the action from an arbitrary viewpoint
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Fig. 1: Our ReMagicMirror system. The learner is mirrored on the left in the
screen, and the reenactment of the teacher is shown on the right.

as in-person learning does. Most of them make use of augmented reality (AR),
which is the technique of visualizing virtual objects in the real world. Several
systems [11, 12] provide visual guidance for tasks by overlaying, e.g., arrows and
labels on key objects. We especially draw inspiration, however, from systems
that allow easy comparison with the learner’s own body by using a mirror [1, 4].

This paper proposes a system that is able to be replayed like a video and
allows viewing from an arbitrary viewpoint, combining these with the mirror
metaphor to help learners comprehend difficult actions. Our system is centered
around reenactments of motion, i.e. a sequence of novel views of a person in mo-
tion, and the system is called ReMagicMirror (Reenactment-based Magic Mir-
ror). This system captures and displays reenactments of the teachers’ motions
in order to aid learner comprehension. It consists of a large screen that mirrors
the learner, upon which the system then overlays the teacher’s reenactment as
shown in Figure 1. The reenactment should be rendered from an intuitive view-
point for the learner, i.e., matching the learner’s own body orientation. To view
the action from the side, for example, the learner has only to turn his/her own
body to the side, and by doing so can easily see the differences between his/her
side view and the teacher’s. This makes it easy to compare two actions.

Our system acquires the reenactments by fitting a parametric model to two
RGB-D sequences: First, we capture the teacher’s motion sequence using two
RGB-D cameras, acquiring the entire shape of the teacher. Next, the system
generates a 3D mesh sequence by fitting a parametric model, such as [3, 6], to
the scans. Finally, the motion sequence is overlaid on top of a screen mirroring
our learner (Fig. 1).

The main contributions of this paper are summarized as follows:

1. A novel method to synthesize views of humans in motion, called reenact-
ments, using two RGB-D streams.



2. ReMagicMirror, an end-to-end reenactment display system, that helps learn-
ers by overlaying a mirror of them with teachers’ reenactments with easily-
controlled viewpoints.

3. User study results to show how well the proposed reenactment display system
helps learners.

2 Related works

Our system has its roots in two main fields of research: human shape reconstruc-
tion and augmented reality for learning.

2.1 Human shape reconstruction

For our system, we render novel views of the teacher in motion by first recon-
structing the teacher’s shape and motion from two depth cameras, rendering
these from the desired viewpoint, and finally displaying it to the learner. Shape
reconstruction is an active research field and techniques here are mainly divided
into model-free and model-based approaches, referring to the usage or non-usage
of a human shape model.

The model-free approach requires no prior data on human shape and makes
no assumptions on the person captured. Most recent methods of this type employ
variants of the signed distance field technique, which is basically a registration
problem of multiple depth maps and represents 3D shape using the zero-level
iso-surface of the signed distance field. This approach was originally designed
for rigid scenes, and one of the more well-known examples is KinectFusion [15].
This approach was later extended to handle non-rigid objects by describing the
deformation of objects with transformations of signed distance field [9, 13, 14].
These methods can generate surprisingly high quality 3D shapes, but may lack
tracking stability with regards to, e.g., occlusions.

In contrast to the model-free approach the model-based approach uses prior
knowledge on the object to be captured to facilitate entire object reconstruction,
and most existing methods that take this approach are designed for human body
reconstruction. Most methods of this type use a parametric model of human body
shape, such as SCAPE [3] and TenBo [6]. These methods in particular describe
plausible body shapes using pose and shape parameters that control the human
body’s attributes like weight, height, etc.

Existing methods that adopt the model-based approach basically fit the para-
metric model to a point cloud of depth observations. For example, Weiss et
al. [17] proposed a system using SCAPE, where the fitting process is initialized
with skeletal tracking results. Bogo et al. [5] use SCAPE with several modifi-
cations including multi-resolution mesh fitting and using displacement maps for
finer details. Due to the modification of multiple resolution meshes, their system
no longer relies on skeletal tracking, which is error-prone.

Since we know we are targeting humans, our system uses a model-based
approach for stability. We fit a TenBo model [6] to our input depth sequences,
applying temporal constraints for smoothness. This has the following advantages.



1. Our input depth maps give no guarantee that they cover the entire body of
the teacher due to, e.g., self-occlusion. Fitting a body model to the visible
regions gives us a plausible estimate of the unobserved ones.

2. Our fitting process is constrained in two ways to increase stability. Firstly,
since our system is designed for capturing a single person, i.e., a teacher, we
keep the same shape parameters of the TenBo model for the entire sequence.
Also, we can assume that each frame in a sequence is captured a few mil-
liseconds (at most 33ms for a Kinect) after the previous one, which let us
add temporal smoothness constraints to the fitting process.

3. The results of fitting include pose parameters, from which we can derive
the relative camera view. We use this during the viewing stage in order to
display the most appropriate viewpoint to the learner.

2.2 Augmented reality for learning

Using AR technology for learning has become a popular topic in recent years.
AR visualizes virtual objects in the real world, which can range from placing
labels on top of real objects to rendering entire virtual objects in real environ-
ments. Several systems implement AR techniques for the purpose of learning.
For example, Henderson and Feiner [11] proposed a system to help users learn
a procedure of actions by attaching a sequence of 3D arrows to key objects.
Another system [12] generates virtual targets for rehabilitating users who have
had a stroke. Dayrit et al. [8] proposed a similar system that renders a teacher
through a handheld device, such as a tablet, using AR technology. The main
technical difference of our work is that we adopt a parametric 3D human shape
model to improve visual quality.

The mirror metaphor in particular is well-suited to AR, as it is instantly
understandable. Mirracle [4] is a system for anatomy education that simulates a
mirror and projects virtual organs in the appropriate place on top of the learner’s
body in the mirror. Here, the mirror metaphor allows users to easily learn about
their own bodies. Another system employing the mirror metaphor, YouMove [1],
projects a teacher’s motions as stick figures on a half-silvered mirror, allowing
learners to align their body with the stick figures in the mirror. In their user
study, participants were asked to imitate motions either from videos or using
the system, and those using the system were noticeably closer to the teacher’s
motion. We thus believe that using the mirror metaphor to let learners com-
pare their own motion to the virtual teacher’s motion will be helpful for action
learning.

3 ReMagicMirror System

Figure 2 shows an overview of our ReMagicMirror system. The system has three
offline stages and one online one. The offline portion captures and builds the
reenactment, and is composed of the capturing, fitting, and texturing stage. In
the capturing stage, a teacher captures his/her action with two RGB-D sensors
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Fig. 2: System overview.

with known relative poses. Our system merges the point clouds in the two RGB-
D streams from the two sensors, feeding the merged point clouds into the fitting
stage. Since the point clouds usually have unobserved regions due to, e.g., oc-
clusion, we fit the parametric 3D human model [6] to each merged point cloud
to obtain a mesh sequence. The texturing stage extracts the texture applied to
each triangle of the every frame from RGB images. In the online reenactment
stage, our system presents, to the learner, his/her flipped image for the mirror
metaphor. The system also provides the teacher’s reenactment as shown in Fig. 1
so that the learner can easily imitate the teacher’s action. For each playback, the
learner can intuitively determine the orientation of the reenactment, observing
it from a desired direction. The following sections detail each stage.

3.1 Capturing stage

In the capturing stage, our system records an action of the teacher using a pair of
RGB-D sensors facing each other. The relative pose between these two sensors is
calculated, and they are manually synchronized. Since we require the depth and
color pixels belonging to the teacher, separate from the background, we extract
the teacher’s region using such a method as [16]. After extracting the teacher’s
region, we regain the 3D position of each depth pixel to form a point cloud.
We merge the two point clouds from the pair of sensors using the relative pose
calculated above.

We denote the f -th frame point cloud with Nf points, by

Zf = {zfn|n = 1, . . . , Nf}, (1)

and the RGB images from first and second sensors as I1f and I2f , respectively.

3.2 Fitting stage

Figure 3 (a, top) shows examples of merged point clouds. Generally, even though
we capture the teacher from both his front and back, the point cloud can be
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Fig. 3: (a) Top: Example input point clouds. Middle: Examples of fit meshes.
Bottom: Textured meshes. (b) Segmented reference mesh, front and back. Each
color in (b) represents one of the 13 body parts: head, shoulders, upper arms,
lower arms, torso, abdomen, upper legs, and lower legs.

incomplete because of occlusion or difficult-to-capture regions such as hair. In
addition, some body parts can partially be out of the sensors’ field of view. To
reconstruct the complete shape of his body, we fit the TenBo model [6], which
is a state-of-the-art statistical human shape model, to each point cloud.

Training a statistical human shape model, usually requires a large amount
of registered meshes of multiple subjects in various poses. We used the MPII
dataset [10], which contains over 500 registered meshes. For stable fitting, we
selected a mesh and reduced the number of vertices in it from 6,449 to 502
using the quadric edge collapse decimation algorithm [7]. From here we treat the
decimated mesh as the reference.

This decimation is transferred to all other meshes in the dataset as they are
registered, i.e., we keep the same vertices in a mesh as the reference and use the
edges in the reference instead of the original ones. We refer to the reference as

MX = {X,E}, (2)

where X = {xj |j = 1, . . . , J}, xj being the j-th vertex, and E contains the
pairs of vertex indices that form the edges of the reference. The TenBo model
also requires segmenting the mesh into body parts so that each body part is
not subjected to excessive deformation. Instead of using an automatic approach,
such as [2], we manually segmented the mesh as in Fig. 3 (b).

The TenBo model, like other parametric shape models such as [3], regresses
a deformation matrix of each triangle in the reference given the body part poses



Θ and shape parameter v, where Θ = {θl|l = 1, . . . , L} is a set of rotation
representations for all body parts. Letting Dk(Θ,v) be the deformation matrix
and R(θl) be the rotation matrix obtained from θl ∈ Θ for body part l, the
deformed triangle k’s edges, which are called triangle vectors, 4yk1 and 4yk2

can be given by

4yk1 = R(θl)Dk(Θ,v)4xk1

4yk2 = R(θl)Dk(Θ,v)4xk2,

where 4xkm = xkm − xk0 and xkm (m = 0, 1, 2) is in X and forms a triangle of
the mesh. In the above equation, l is the body part that triangle k belongs to.

The fitting algorithm tries to find the body part poses Θ and the shape
parameter v. We modify the fitting algorithm in [6] to take advantage of the
temporal continuity of meshes in successive frames. More specifically, we ap-
ply an additional smoothness term for the pose parameters that penalizes pose
differences between adjacent frames, as well as modifying the shape parameter
fitting to simultaneously take multiple frames into account. The optimization
involves three terms: the model error term M, the point cloud error term P,
and the temporal pose smoothness term R.

The model error term penalizes the difference between the TenBo model-
based body shape prediction and the deformed mesh Yf in frame f . 4yfkt is
triangle vector t ∈ {1, 2} of triangle k in frame f , the term is given by

M(Yf , Θf ,v) =

K∑
k=1

∑
t

‖R(θfl)Dk(Θf ,v)4xkt −4yfkt‖2. (3)

The point cloud error term P for frame f is the difference between the de-
formed mesh Yf and the point cloud Zf . As there are no explicit correspondences
between the deformed mesh and the point cloud, we first use the rigid iterative
closest point (ICP) algorithm to bring the mesh into rough alignment, then as-
sign correspondences by nearest neighbor. Using ỹf (zfn) as the nearest vertex
in Yf to point cloud point zfn, the point cloud error term is

P(Yf ) =
∑
n

‖ỹf (zfn)− zfn‖2. (4)

The pose smoothness term R for frame f penalizes large differences in pose
between frames. Due to our assumption of fitting depth image sequences, we do
not want subsequent frames to vary wildly. This term increases fitting robustness.
The term is defined as the sum of squared Frobenius norms:

R(Θf , Θf+1) =
∑
l

‖R(θfl)−R(θ(f+1)l)‖2fro. (5)

The final meshes MY,f = {Yf , E} can be found by minimizing the following
objective with respect to Yf and Θf for f = 1, . . . , F as well as v:

F∑
f=1

[M(Yf , Θf ,v) + wzP(Yf )] + wr

F−1∑
f=1

R(Θf , Θ(f+1)). (6)



We cannot handle all frames at once because of memory requirements. We in-
stead use a sliding window of three frames at a time with the second and third
frames’ parameters being updated (frames 1 and 2 are independently minimized).
The minimization is done using coordinate descent. In each iteration, we first
minimize with respect to Yf , and then Θf . Assuming that shape parameter v
does not change along with the sequence, we deal with v only in the minimization
for frame 1, and use the value for the rest of minimization processes. Figure 3 (a,
middle) shows examples of fit meshes.

3.3 Texturing stage

Our system extracts textures from RGB images I1f and I2f from the first and
second sensors using MY,f (f = 1, . . . , F ). For each triangle in frame f , we
project its vertices ykm to I1f and I2f . Since the image region corresponding to a
triangle may not necessarily be visible (e.g., an arm may be occluding the body),
we must detect and handle such regions.

To do this, we generate a depth map of MY,f for each sensor that captures
I1f and I2f , and project a vertex to them. If the depth component of one of the
vertices in a triangle is inconsistent with the corresponding depth value by a
threshold T , we deem the triangle not visible. If the triangle is not visible from
both sensors, we use the averaged texture calculated over corresponding visible
triangles in the entire sequence. Figure 3 (a, bottom) shows some examples of
textured meshes. We create a 1024× 1024 texture per frame.

3.4 Reenactment stage

In the reenactment stage, the system reenacts the captured action and presents
it to the learner through our interface with the mirror metaphor. This section
describes reenactment generation and the interface in detail.

Figure 1 shows the configuration of our system’s learning interface. The in-
terface has one RGB-D sensor to capture the learner and the environment as
well as a screen to present the captured live video stream from the sensor and the
reenactment of the teacher. The RGB image in the live video stream is flipped
before it is presented to the learner so that it appears like a mirror. Note that
the image is not a true mirror image as the RGB-D sensor is on top of the screen.
We however consider it similar enough to the learner’s mental model of a mirror.

One key aspect of our system is that it can present the teacher’s action
from any direction that the learner wants. For this, we use a skeleton tracker
(e.g., [16]) to obtain the learner’s shoulders’ position and compute the learner’s
direction. After a fixed amount of time, the system fixes the rotation of the
teacher’s reenactment and starts playing the action.

4 Evaluation

To implement our system, we used two Microsoft Kinect v2s as our RGB-D
sensors. We used Kinect v2 SDK for extracting the teacher’s region in depth



maps and for skeleton tracking. The fitting stage is implemented on a Windows
PC with 3.20GHz CPU and 32GB memory. Optimization process (Eq. (6)) takes
around 5 minutes per frame. We use wz = 1, wr = 0.05, and T = 10 cm. For the
reenactment stage, the screen is 165 × 97 cm. The system was implemented on
a Windows PC with 3.40GHz CPU and 8GB memory. It runs at 20FPS.

We conducted an objective evaluation to demonstrate how well our system
helps users learn actions and a survey to subjectively evaluate our system in
terms of ease of use, effectiveness, graphics quality, and appeal.

4.1 Objective Evaluation of Effectiveness

We compared the system against the process of learning by imitating a video.
We recorded four Taekwondo actions (A, B, C, and D) for this purpose, ranging
from 4-12 seconds long4. We divided the actions into two groups: Group 1,
consisting of actions A and B, where the teacher mainly faced forward, and
group 2, consisting of actions C and D, with no restriction. Users learned one
action from each group using the system, and the other with the video.

For this evaluation, we recruited 14 users with ages ranging from 20-30, with
3 female and 11 male users. The process of learning an action is as follows: First,
we show a video of the action to the user. Next, we establish a baseline by having
the user perform the action and recording it, while the video plays again. After
that, the user learns the action by practicing it over and over. The practice is
accompanied either with a video of the action looping repeatedly, or with our
system looping the reenactment repeatedly. For our system, the user can freely
change the viewing direction before every repetition. Finally, we test the user’s
learning by playing the video or the reenactment one last time and recording,
comparing it to the baseline.

We measured the error by recording the users’ motion using a Kinect v2.
Since we play the video or the reenactment at the same time that the users
perform the action, we are able to match body pose frames up one to one and
compare each frame directly. We compare body part orientations, normalizing
all orientations relative to the spine.

Figure 4 summarizes the results of our experiment. For all sequences, those
using our system were able to follow our teacher’s motions more closely compared
to the pre-test and those learning from a video. In fact, those learning from the
video barely changed from the pre-test. We consider that this is due to the fact
that the user is not able to see their mistakes, while our system makes it easy
to do so, allowing users to adjust their motions to better copy the teacher’s by
observing the teacher from desired directions.

4.2 Survey

We asked the same users to try out 2 other reenactment methods: the untextured
full mesh, and the skeleton of the teacher (Fig. 5). Finally, our users answered a

4 The videos of the actions may be viewed at https://db.tt/qupIZ91a
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Fig. 4: Average error in degrees per joint, per frame, between the user and the
teacher, for action sequences A, B, C, and D.
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Fig. 5: (a) Textured full mesh reenactment. (b) Untextured full mesh reenact-
ment. (c) Teacher skeleton reenactment.

survey consisting of 8 questions with the goal of evaluating the system’s perceived
ease of use, effectiveness, quality, and appeal (Fig. 6).

Table 1 summarizes our users’ responses. Most users preferred the reenact-
ment with a fully textured mesh for all questions, even for the equivalent video
questions. This means that users found our system easy to use, effective at help-
ing them learn actions, having high output quality, and most would use a similar
system given the chance. Many users also appreciated the mirroring as it was
more difficult to tell left from right by watching the video.

5 Conclusion

We have proposed and implemented an augmented reality system for helping
users learn actions. The actions are performed by a teacher, and the system
reconstructs the body and motion of the teacher using two RGB-D sensors. Using
the reconstruction, the system overlays reenactments, which are novel views of
the actions, onto a screen which also mirrors the learner. Learners are then are
able to control the viewpoint intuitively by moving their own body. We conducted
a user study, and found that this system allows for easy comparisons between
learner and teacher, and users were able to perform more accurate motions using
the system than with video. They appreciated the ability to intuitively control



Part 1. For each reenactment (Full mesh with full textures, untextured
full mesh, skeletons only) and the video:

Q1 Was the reenactment/video comprehensible?
Q2 Was it easy to learn the motions using the system/video?

Part 2. For each reenactment (Full mesh with full textures, untextured
full mesh, skeletons only):

Q3 Did the reenactment have good quality?
Q4 Did the reenactment resemble the original video?
Q5 Was it easy to manipulate the viewpoint to your desired one?
Q6 Were the differences between yourself and the reenactment clear?
Q7 Did changing the viewpoint help you learn the action?
Q8 Would you use this system in the future?

Fig. 6: Questions asked in our user study. Users answered from 1 (strongly dis-
agree) to 5 (strongly agree).

Table 1: Users’ averaged answers for the survey in Fig. 6, for full mesh with full
textures (R1), untextured full mesh (R2), skeletons only (R3), and video (V).
Users answered from 1 (strongly disagree) to 5 (strongly agree).

R1 R2 R3 V

Q1 4.11± 0.66 3.86 ± 0.77 2.29 ± 1.07 3.86 ± 0.77
Q2 4.29± 0.73 3.71 ± 0.91 2.29 ± 0.83 2.93 ± 0.83

Q3 4.00± 0.68 3.71 ± 0.99 2.64 ± 1.22 —
Q4 4.50± 0.65 3.64 ± 1.08 2.50 ± 1.16 —
Q5 3.93± 1.00 3.93± 1.00 3.14 ± 1.29 —
Q6 4.07± 1.21 3.50 ± 1.22 2.29 ± 1.33 —
Q7 4.00± 0.96 3.79 ± 0.89 2.93 ± 1.14 —
Q8 4.43± 0.85 3.57 ± 1.02 2.00 ± 1.11 —

the point of view while comparing motions, which to our knowledge is unique to
our system at the time of writing. In general, our users preferred learning using
the system over watching a video.

From here, we have several possible avenues of improvement. One way is to
further develop the application, for example by developing an automatic feedback
system. Another way is to make capturing easier, for example by using only a
single RGB-D sensor. Finally, the texture quality can also be improved by using
a higher-resolution mesh.
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