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Abstract

In an augmented reality system, it is required to obtain
the position and orientation of the user’s viewpoint to dis-
play the composed image maintaining correct registration
of real and virtual worlds. All the procedures must be done
in real-time. This paper proposes a method for augmented
reality with a stereo vision sensor and video see-through
head mounted display. It can synchronize the display-timing
between the virtual and real worlds, so that an alignment
error is reduced. The method calculates camera param-
eters from three markers in image sequences captured by
a pair of stereo cameras mounted on a HMD. In addition,
it estimates depth of real world from a pair of stereo im-
ages to generate a composed image maintaining consistent
occlusions between real and virtual objects. A region of
depth estimation is efficiently limited by calculating a po-
sition of virtual object using camera parameters. Finally,
we have developed a video see-through augmented reality
system which mainly consists of a pair of stereo cameras
mounted on the HMD and a standard graphics workstation.
The feasibility of the system has been successfully demon-
strated with experiments.

1. Introduction

This paper describes a method of merging real and vir-
tual worlds for a video see-through augmented reality sys-
tem. Augmented reality produces an environment in which
virtual objects are superimposed on a user’s view of the real
environment. Augmented reality has received a great deal
of attention as a new method for displaying information or
increasing the reality of virtual environments. A number of
applications have already been proposed and demonstrated
[1]. For example, Feiner et al. proposed an augmented re-

ality system that explains to an end-user how to maintain a
printer using see-through HMD[2]. State et al. presented
an augmented reality system applied to a medical proce-
dure known as the ultrasound-guided needle biopsy of a
breast[3].

To implement an augmented reality system, we must re-
solve some problems. A geometric registration is especially
the most important problem because the problem is a prin-
cipal factor which provides a user with a sense of incon-
gruity. The registration includes a problem of geometric
alignment of the real and virtual coordinates and a prob-
lem of resolving occlusion between real and virtual objects.
The former problem is considered as one of acquiring the
position and orientation of the user’s viewpoint in terms of
registering the real and virtual worlds geometrically[4]. The
latter problem can be resolved by measuring the real world
in advance when the real world is static. However, since the
real world is usually dynamic, we must estimate a depth of
the real scene in real-time.

In addition to the problems above, we need to discuss
how to combine a method of visually merging the real and
virtual worlds and a method of resolving geometric regis-
tration because there are some methods of composition that
cannot present correct occlusion. The following briefly re-
views the respective methods.

In general, the following two major methods are known
for acquiring the user’s viewpoint in geometric registration.

� A method that uses a 3-D tracker, such as electro-
magnetic, ultrasonic or mechanical trackers; for exam-
ple, see [2, 3].

� A method that estimates the user’s viewpoint by using
camera images captured at the user’s viewpoint; for
example, see [5, 6, 7]. This is sometimes referred to as



a vision sensor.

The 3-D trackers used in the former method can directly
acquire 3-D position and orientation of receivers. However,
the drawbacks of the method are that the system requires a
special equipment and its measurement range is limited to
a relatively narrow area. On the other hand, the latter can
estimate the position and orientation of the user’s viewpoint
from an acquired image and there is potentially no limita-
tion in measurement range. When the relationship between
a camera position and the user’s viewpoint is known, the
user’s viewpoint can be obtained by calculating the camera
parameters from captured images. This means that the tra-
ditional techniques studied in the field of computer vision
can be used to measure the viewpoint [8].

There exist two methods of showing a user images in
which the real and virtual environments are merged.

� An optical see-through shows a user the real environ-
ment through a half-transparent mirror and the virtual
environment reflected on the half-transparent mirror.

� A video see-through shows a user image sequences of
the real environment captured by a camera and the vir-
tual environment overlaid upon the image sequences.

The optical see-through system can show a user the real en-
vironment without delay. However, virtual objects are not
synchronized with the real world imagery. This may cause
the displacement between real and virtual objects. This type
of system has another drawback that the amount of light
from the real environment is reduced, because it uses a half-
transparent mirror. In contrast, the video see-through sys-
tem makes the display-timing of the real environment and
that of the virtual environment synchronous. Therefore, it
reduces the alignment error. However, the augmented real
environment is shown to the user with delay [9].

We focus on an augmented reality system that adopts the
combination of vision sensor and video see-through system.
Since the image captured by a camera is used both to esti-
mate camera parameters and to show the user the real envi-
ronment, the combination is able to synchronize the real and
virtual environments and reduce alignment error between
them. For implementation of an augmented reality system
with highly realistic sensations, all the processes from ac-
quisition of the user’s viewpoint to displaying the composed
image by using obtained viewpoint must be done in real-
time.

This paper is structured as follows. Section 2 briefly re-
views related work. Section 3 describes the algorithms to
calculate camera parameters and to estimate the depth of
real world as well as stereo image composition with ex-
amples. In Section 4, the experimental results with the
proposed methods and the discussion about the prototype
system are described. Finally, Section 5 summarizes the
present work.

2. Related Work

The registration problem is considered as a problem of
acquiring the position and orientation of the user’s view-
point. Using a vision sensor, if we assume that the opti-
cal axes of the cameras are set to be parallel to viewer’s
gaze direction, the acquisition of position and orientation
of the user’s viewpoint is equal to the estimation of exter-
nal camera parameters. A number of methods of estimating
camera parameters from tracked feature points in the image
sequence have been proposed by several research groups
[6, 10, 11, 12]. The authors have already built a prototype
of a vision-based video see-through augmented reality sys-
tem with a single camera that uses four colored markers as
feature points [5]. In this system, the position and orien-
tation of the user’s viewpoint are calculated from the po-
sitions of the feature points in the captured image. How-
ever, the monocular vision system does not show the user
the stereoscopic view. Moreover, virtual objects that should
be behind the real objects occlude the real objects, so that
the occlusion conflict occurs. State, et al. [13] proposed a
video see-through augmented reality system that provides
the user with the stereoscopic view using a pair of stereo
cameras, but the system could not show the user the images
of virtual objects with a dynamic real world.

This paper describes algorithms to realize a stereo-vision
based augmented reality. The camera parameters can be es-
timated from captured stereo images containing three fea-
tures in the scene. In addition, a depth of the real world can
be estimated by a stereo vision technique. Static real ob-
jects can be properly treated by the state of the art of stereo
vision techniques in video see-through augmented reality
applications using standard workstations[14, 15]. However,
dynamically moving arbitrary objects are still difficult to be
mixed with CG objects in real-time without special hard-
wares [7, 16, 17], maintaining correct occlusions among
them. The method proposed in the paper overcomes this
problem by estimating depth only for regions where virtual
objects are composed; that is, it is an augmented reality-
oriented approach to stereo vision.

3. Algorithms for Stereoscopic Video See-
through Augmented Reality

In order to evaluate the feasibility of the augmented real-
ity environment that uses a pair of stereo cameras, the pro-
totype system of augmented reality was implemented. The
system estimates camera parameters using a pair of stereo
images. The system also realizes the occlusion of virtual
objects by real objects.

Figure 1 shows the flowchart of the prototype system. A
pair of stereo image sequences captured by stereo cameras
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Figure 1. Flow diagram of stereoscopic video see-through augmented reality system.

are fed into a standard workstation. First, in order to cap-
ture the sight of user’s viewing direction, the stereo cameras
are mounted on a HMD. The camera parameter is estimated
using these image sequences of the real world containing
markers. Next, depth of real world is estimated using both
these image sequences and the camera parameter. Finally,
the stereo images are composed with the computer graphics
(CG) images (images of virtual objects) and are outputted
to the HMD that is worn by the user.

In the following sections, the details of the camera pa-
rameter estimation, depth estimation of the real world and
the image composition are described.

3.1. Camera parameter estimation

In our prototype system, blue markers are used as feature
points in a real environment. It should be noted that a pair of
stereo cameras are calibrated in advance by using a standard
technique[18]. The following three steps are executed to
estimate camera parameters.

1. From the input images, blue regions are extracted and
the positions of markers in the images are obtained.

2. The markers’ 3-D positions in the camera coordinate
system are estimated by using a stereo matching algo-
rithm.

3. A projection matrix (model-view matrix) that repre-
sents the relationship between the real and virtual en-

vironments is calculated using 3-D coordinates of ex-
tracted markers.

Let us describe these steps in more detail in the follow-
ing.

3.1.1. Extraction of markers. The extraction of blue
marker regions from the entire image needs considerable
amount of computation. Therefore, only in the first frame of
the image sequence, the blue region extraction is performed
over the entire image. In the subsequent frames, extracted
regions are tracked by using the results obtained in the pre-
vious frame. The extracted and tracked regions are used to
calculate the screen coordinate of each marker.

In the first frame of the image sequence, the following
steps are used to extract blue marker regions.

1. The entire images in the first stereo pair are scanned to
extract blue regions.

2. The center of gravity of each blue region is treated as
the screen coordinate of the marker.

3. When three markers are found in both left and right im-
ages, stereo matching is performed based on the epipo-
lar constraint. All markers are then labeled (Labels:
1,2,3).

When the processing speed is fast enough, the markers’ po-
sitions in adjacent frames can be assumed to be close to each
other. Thus the following steps are used in the subsequent
frames in the image sequence.



1. A search area for each marker is determined in the cur-
rent frame based on the position of the marker in the
previous frame.

2. The center of gravity for all blue pixels in the search
area is calculated and is treated as the screen coordi-
nate of the marker. The matching between left and
right images in the first frame is used to determine
the stereo pair of markers between the current left and
right images.

When the stereo matching of markers or tracking of
markers fails, the system starts over the procedure for the
first frame described above.

3.1.2. Determination of 3-D position of markers. In this
phase of the process, the system determines the 3-D posi-
tion of each marker. The relationship between two cameras
and a marker is illustrated in Figure 2. The origin of the
camera coordinate system is placed at the middle between
the centers of projection of two cameras. TheX-axis is
set along the baseline of the cameras. TheZ-axis is set to
the direction parallel to the optical axes of the cameras. A
marker atP (X;Y; Z) in 3-D space is projected onto the left
and right images atPl(xl; yl) andPr(xr; yr) in the screen
coordinates, respectively. Then following equations stand:

X =
B(xl + xr)

2(xl � xr)
;

Y =
B(yl + yr)

2(xl � xr)
;

Z =
fB

xl � xr

;

wheref is the focal length andB is the baseline length.
Thus whenf andB are known,P (X;Y; Z) is calculated
from the coordinatesPl(xl; yl) andPr(xr; yr).

3.1.3. Calculation of model-view matrix. In order to com-
pose the image of a real environment and CG objects, A
model-view matrix that represents the transformation from
the world coordinate, in which the shape of CG objects is
defined, to the camera coordinate is required. Figure 3 il-
lustrates the relationship between the world and camera co-
ordinates as well as markers. Among a model-view matrix
- M, a position of a point in the world coordinate system -
w, and its position in the camera coordinate system -c, the
following equation stands.

c =Mw:

The matrixM is a rigid transformation in homogenous
coordinates consisting of a rotationR and a translationT as
follows.
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In the prototype system, the world coordinate system is
simply defined as follows:

� The origin is set at the marker labeled as No. 1 (M1 in
Figure 3).

� Thex-axis is set on the line that connects the markers
labeled as No. 1 and No. 2 (M2 in Figure 3).

� The x � y plane is set on the plane on which three
markers reside.

According to the definition above, the translation com-
ponentT can be given by the camera coordinate position of
the marker No. 1. The rotation componentR can be calcu-
lated with the following steps.

1. When the positions of the markers Nos. 1, 2, and 3
are given asV1;V2, andV3, respectively, the direc-
tion of the vector of each axis of the world coordinate
(xn;yn; zn) can be defined as follows.

xn = V2 �V1;

yn = (V3 �V1)�
xn � (V3 �V1)

xn � xn
xn;

zn = xn � yn:

2. Normalizexn;yn; andzn intox0

n
;y0

n
; andz0

n
, respec-

tively.

x
0

n
=

xn

kxnk
; y

0

n
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yn

kynk
; z

0

n
=
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By using T and R, the model-view matrixM can be
uniquely determined. Now it should be noted that the ge-
ometric alignment of the real and virtual world coordinates
is achieved by the model-view matrix.

3.2. Depth estimation of real world

In this section, the depth estimation of real world is de-
scribed. The depth estimation is used to compose the image
of the virtual objects and the image of the real world without
occlusion conflicts. In order to avoid occlusion conflicts, we
need the depth information of only the region onto which
virtual objects are projected. When the positions of virtual
objects are known, the region for depth estimation can be
limited as shown in Figure 4. Therefore, the depth estima-
tion region of real world can be determined by projecting
a CG object’s bounding box using the model-view matrix
estimated in Section 3.1. The following steps describe a
method of depth estimation of real world.

1. A position of the CG object in the world coordinate
system is transformed into its position in the camera
coordinate system using the estimated model-view ma-
trix M.

2. A bounding box of the virtual object is projected onto
the left image as shown in Figure 4. A depth estima-
tion region is obtained as a bounding rectangle of the
projected box. The same process is done for the right
image as well.

3. By adopting the Sobel filter, edges are detected in the
region of depth estimation on the left and right images.

 region of depth
 estimation

left image plane

camera 
coordinate system

CG object

bounding box
center of 
left lens

center of 
right lens

Figure 4. Determination of depth estimation
region.

4. Stereo matching is performed and the depth value is
computed. Note that only pixels on detected edges in
the left image are matched to those in the right image,
matching window size is 5� 5 pixels, and similarity
measure is the sum of absolute differences (SAD). In
the same way, the right image as a reference image is
matched to the left image.

5. Matching errors are excluded by considering the con-
sistency between left-to-right and right-to-left match-
ings. The depth values at the pixels between the edges
are interpolated.

3.3. Composition of real and CG images

By using the estimated model-view matrix and the depth
map of the real world, CG images of virtual objects are
mixed into the image of real world. At this stage, the depth
of real world and each virtual object are compared. When
the real objects are closer to the user’s viewpoint, a trans-
parent virtual object is drawn at the 3-D position where the
real objects exist. By using a hardware z buffering algo-
rithm, the virtual objects that are farther than the transparent
objects are not actually drawn on the frame buffer. There-
fore the composed image is looked as if the real objects are
occluding the virtual objects. These rendering steps are il-
lustrated with examples in Figure 5.

First, only the background image of a real scene is ren-
dered on the frame buffer as in Figure 5 (a). Z-buffer value
is also set to the farthest value through out the screen. Then,
Z-buffer of the real objects are set to the depth of the real
objects in Figure 5 (c). The regions of real objects are illus-
trated with gray levels of depth in Figure 5 (b). Finally, the
virtual objects are rendered by using the model-view ma-
trix in Figure 5 (d),(e). These steps are applied to both left
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Figure 6. Appearance of stereoscopic video
see-through HMD.

and right images for obtaining a stereo pair of composite
images.

4. Experiments

4.1. Prototype system and results

In the present system, two small identical CCD cam-
eras (Toshiba IK-UM42) are mounted on a HMD (Olym-
pus Media Mask) as shown in Figure 6. An optical see-
through function of the HMD is not used; that is, it works in
closed-view mode. The baseline length between two cam-
eras is set to 6.5 cm. The optical axes of the cameras are
set to be parallel to the viewer’s gaze direction (actually
the head direction). The images captured by the cameras
are fed into a graphics workstation (SGI Onyx2 IR: 16CPU

Onyx2 IR
mediamask

IK-UM42

stereo cameras

HMD
DIVO

graphics workstationgraphics board

input

output

Figure 7. Hardware configuration of prototype
system.

MIPS R10000 195MHz) through the digital video interface
(DIVO). The input real world images are merged with vir-
tual objects and outputted from the DIVO interface to the
HMD. The hardware configuration of the whole system is
illustrated in Figure 7.

Figure 8 shows the result of the stereoscopic image com-
position. The images on the first and second rows (Fig-
ure 8(a),(b)) show the composition of a virtual sake cask
into a real desktop scene by using three markers placed on
the desktop. As is observed from the Figure 8, the stereo-
scopic composition of the virtual sake cask and the real en-
vironment are realized. In the third and fourth rows (Figure
8(c),(d)), real objects are placed in front of or back of the
virtual sake cask. As we can see from these examples, the
occlusion between the virtual and real objects are correctly
established. Moreover, the stereoscopic video see-through
HMD gives a good depth sensation to users and has im-
proved the quality of augmented reality.
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4.2. Discussion

The average frame rate of the system is 10 frames per
second, when the virtual object shown in Figure 8 (about
3700 polygons with a texture) is synthesized. This means
that 100 ms are allocated for each frame. The approximate
processing time at each stage is as follows: 20 ms for cam-
era parameter estimation, 40 ms for depth estimation of real
world, 30 ms for image composition with CG. Due to the
nature of video see-through augmented reality, there is no
synchronization error between the real scene and virtual ob-
jects. On the other hand, an entire scene has a time latency
of 133 ms.

If the system cannot locate at least three markers in the
real environment, it cannot estimate the model-view matrix.

To overcome this problem, we should set more markers in
the real environment, so that the system could stably esti-
mate the model-view matrix.

The vision sensor essentially has no limitations in mea-
surement range. However, the present prototype system ac-
tually has a limitation in measurement range because the
system uses a limited number of predefined markers. If
we could automatically detect and track feature points other
than markers in a real scene to calculate the model-view ma-
trix, a measurement range of the system would be extended.

5. Conclusion

In this paper, we have proposed a method of compos-
ing virtual (CG) objects with real world images in real-time



for video see-through augmented reality applications. As a
pilot study, we also have developed a prototype of stereo-
scopic video see-through augmented reality system, which
is implemented by using existing computer vision tech-
niques on a graphics workstation and a HMD with a pair
of CCD cameras. The prototype system can produce com-
posite images of real and virtual objects nearly at video-rate,
maintaining correct occlusions between CG objects and real
objects. It should be noted that the system can provide a
user with excellent 3-D depth sensation of augmented en-
vironments. We have proven that the stereo-vision based
video see-through augmented reality system is feasible and
has the possibility of building up actual applications.

In the future work, we will concentrate our attention on
robust estimation of the model-view matrix in some ways;
for example, (1) using more than three markers, (2) auto-
matic detection and tracking of natural feature points in a
real scene without predefined markers.
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