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Abstract

This paper proposes a method to extend a registration
range of a vision-based mixed reality system. We pro-
pose to use natural feature points contained in images
captured by a pair of stereo cameras in conjunction with
pre-defined fixed fiducial markers. The system also in-
corporates an inertial sensor to achieve a robust registra-
tion method which can handle user’s fast head rotation
and movement. The system first uses pre-defined fiducial
markers to estimate a projection matrix between real and
virtual coordinate systems. At the same time, the system
picks up and tracks a set of natural feature points from
the initial image. As a user moves around in MR environ-
ment, the initial markers fall out from the camera frame
and natural features are then used to recover a projec-
tion matrix. Experiments evaluating the feasibility of the
method are carried out and show the potential benefits of
the method.
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1 Introduction

Augmented reality produces an environment in which
virtual objects are superimposed on user’s view of the real
environment. Augmented reality has received a great deal
of attention as a new method for displaying information or
increasing the reality of virtual environments. A number
of applications have already been proposed and demon-
strated [1, 2, 5, 9]. To implement an augmented reality
system, we must solve some problems. Geometric regis-
tration is especially the most important problem because
virtual objects should be superimposed on the right place
as if they really exist in the real world.

One of the major approaches to the registration be-

tween the real and virtual worlds is vision-based method
[3, 6, 8, 10, 11]. The methods, which are sometimes re-
ferred to as vision-based tracking or registration, estimate
a position and an orientation of user’s viewpoint from im-
ages captured by a camera attached at the user’s view-
point. Because the method usually uses fiducial markers
placed in the environment, the measurement range is ac-
tually limited.

To overcome this limitation, Park et al. proposed a reg-
istration method that tracked natural features in addition
to markers in the real environment [7]. The method real-
izes a wide range registration between the real and virtual
worlds by tracking markers and natural features. How-
ever, tracking the natural features in the captured images
is usually difficult because of the following two reasons.
One is that a template matching for tracking is not robust
or stable enough, especially when a perspective of the
scene changes as a user moves in a 3-D environment, al-
though the template matching-based tracking method has
been extensively studied in the field of computer vision.
The other is that tracking itself is time consuming and
makes it difficult for the system to run in real time.

One of solutions for the problem above is to predict
positions of features in the next frame using Kalman fil-
ter [7]. The method avoids miss tracking of markers and
reduces calculation cost by limiting a search area in the
image. On the other hand, You et al. proposed a tracking
method using an inertial sensor attached to a camera for
predicting markers’ positions [12]. The method is able
to track the features even when the camera moves fast.
However, the method cannot accurately predict positions
of markers when the camera is translated since an inertial
sensor can measure only rotation of the camera. Figure 1
illustrates the problem. When the camera is translated and
rotated at the same time, the predicted position of marker
is�� at time t+�t without considering the camera transla-
tion. However, the predicted position�� differs from the
correct position����� of marker by translation�.
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Figure 1 Relationship between a marker
and a camera in motion.

In this paper, we propose a stereo vision-based aug-
mented reality with a wide range of registration by using
pre-defined fiducial markers and natural features. In addi-
tion, we discuss a robust tracking method using an inertial
sensor, which predicts positions of markers and natural
features for tracking.

The following part of the paper is structured as fol-
lows. Section 2 describes the stereo vision-based registra-
tion method with an inertial sensor using natural feature
points. In Section 3, experimental results with the pro-
posed method and discussion about a prototype system
are described. Finally, Section 4 summarizes the present
work and describes future work.

2 Geometric registration using markers and
natural features

We assume in this study that a pair of stereo cameras
are virtually located at viewer’s two eyes in an augmented
reality system. Figure 2 shows the flowchart of the pro-
posed method. First, to memorize positions of markers
and natural features, the markers and natural features,
both of which may be simply called features hereafter,
are detected from a pair of stereo images (A in Fig. 2). In
order to track the features, the positions are predicted us-
ing a pair of stereo images and an inertial sensor (B and C
in Fig. 2). At the same time, the predictions are evaluated
because tracking of natural features contains errors (D in
Fig 2). Finally, the results above are used for estimating
a model-view matrix which represents a relationship be-
tween the real and virtual coordinate systems (E in Fig.
2).
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Figure 2 Flow diagram of the registration
method.
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In the first frame, markers and natural features are de-
tected from a pair of stereo images. The markers are de-
tected by color matching [3]. On the other hand, the nat-
ural features are detected by using Moravec’s interest op-
erator [4]. The interest operator can detect characteristic
points as natural features that are easily matched between
the two consecutive images. In the proposed method, the
natural features are detected from every evenly spaced re-
gion by the interest operator to distribute detected features
evenly in the images. Figure 3 shows a N� M search
window layout for the interest operator which is applied
to the left image of stereo pair.
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2.2.1. Analysis of camera motion. Figure 4 illustrates
the relationship between the positions of stereo cameras at
time t and t��t. In general, the motions of cameras con-
tain rotation and translation. Since the center of rotation
differs from the position of stereo cameras, the translation
� of camera can be decomposed into two translations��
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Figure 3 Search windows of natural fea-
tures in the first frame.
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Figure 4 Decomposition of camera mo-
tion.

and�� . Between�� and whole translation�, the fol-
lowing equation stands:

� � �� ���� (1)

where�� is the translation caused by the rotation of the
camera which is obtained by the inertial sensor, and��

represents the user’s viewpoint translation, that is, the
translation of rotation center. In this paper, the positions
of features in the next frame are predicted by estimating
both�� and��.

2.2.2. Estimating camera motion and predicting posi-
tions of features. When� ,�� and�� are estimated, the
positions of features in the current frame can be predicted
as follows.

����� � ��� ��� ���� (2)

where� is a transformation matrix of the rotation�
which is obtained by the inertial sensor.
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Figure 5 Translation of camera in rotation
by a displacement.

.

The stereo cameras are actually translated even when
the camera is rotated because of the displacement between
the center of rotation and the position of stereo cameras,
as shown in Figure 5. Because the displacement is con-
stant, the translation�� can be calculated with the fol-
lowing equation.

�� � ��� ���� (3)

where�� represents the relationship between the center
of rotation and the position of stereo cameras. Then, the
transformation matrix� is represented by the foremen-
tioned matrix since the rotation of camera is the same as
the rotation obtained by the inertial sensor. The calcula-
tion is applied to both cameras.

Next, the translation�� of the center of rotation can
be determined as follows.

�� � ��� ��� ������

� �
�
������ (4)

The equation means that the translation of cameras��

can be calculated by the relationship����� between po-
sitions of a feature and camera in the current frame and
the predicted position��.

The proposed method assumes that the farthest marker
from cameras has small movement in adjacent images.
Hence, the translation�� is predicted by estimating
����� of the farthest marker from the camera.
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In this section, the tracking of markers and natural fea-
tures with the prediction above is described.



2.3.1. Tracking of markers. This section describes two
cases of features: inside or outside of the current frame. In
the case where the predicted position is inside of the im-
age, a search window is determined by the predicted posi-
tion. Then, the markers are tracked by detecting marker’s
region in the search window based on color information.
Next, the 3D positions of the markers are calculated with
a stereo matching algorithm. Note that the farthest marker
is tracked without the predictions.

In the case where the predicted position is outside of
the image, tracking is realized by assuming that the pre-
diction position is correct in the current frame. There-
fore, the markers can be tracked continuously even when
markers that have once gone outside come back into sight
again.

2.3.2. Tracking of natural features. The natural fea-
tures are tracked by using a standard template matching
technique applied to two consecutive images. Note that a
template is made from a neighboring region of the natural
features in the previous frame and a similarity measure is
a normalized cross correlation. When the cameras rotate
on roll direction, the rotation of the template is considered
in the matching process.

2.3.3. Evaluation of tracking results. The tracking re-
sults are evaluated by the following constraints because
the natural feature positions drift by updating of the tem-
plate. When one of the following constrains is not satis-
fied, the tracking is discontinued.

� Correlation between two consecutive images.

The normalized cross correlation between two con-
secutive frames is used to evaluate the tracking er-
ror caused by mismatchings or occlusions by camera
motion. If the correlation is under a given threshold,
the tracking of natural features is discontinued.

� Epipolar constraint.

The second constraint is the epipolar constraint,
which means that corresponding points in stereo pair
should exist on the epipolar line which is intersection
of two image planes and a plane determined by the
feature point in 3D and the two centers of lenses. If
the corresponding points are not exist on the epipolar
line, the tracking of natural features is discontinued.

� Displacement of 3D positions.

The third constraint is that the 3D positions of the
features in the current frame are compared to their
positions recorded in the first frame. If the distance
between the positions of natural features in the cur-
rent frame and their positions in the first frame is
larger than a threshold, the tracking of natural fea-
tures is discontinued.
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Figure 6 Registration using features.

��� �
������	
 ���������� ������ �
�	

�������


A model-view matrix that represents the relationship
between the world and camera coordinate systems is es-
timated using the features. Figure 6 illustrates a rela-
tionship between the positions of features in the first and
current frames. The model-view matrix is calculated by
matching their 3D positions. Provided that the position of
the i-th feature in the world coordinate system recorded
in the first frame is������� and the position ofi-th fea-
ture in the camera coordinate system in the current frame
is������, the model-view matrixM can be estimated by
minimizing a sum of square differences (SSD) as follows:

��� �
�

�

���������� ���������
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where�� is a parameter that represents the credibility of
each feature. The credibility is defined by the constrains
described in Section 2.3.3.

3 Implementation and Experiments
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We have constructed a prototype of video see-through
augmented reality system using two small CCD cameras
(Toshiba IK-UM42) and an inertial sensor (InterSense IS-
300) mounted on a HMD (Olympus Media Mask), as
shown in Figure 7, for demonstrating the proposed geo-
metrical registration algorithm. The baseline length be-
tween two cameras is set to 6.5 cm. The optical axes
of the cameras are set to be parallel to the viewer’s gaze
direction (actually the head direction). The images cap-
tured by the cameras are fed into a graphic workstation
(SGI Onyx2 IR: 16CPU MIPS R10000 195MHz) through
the digital video interface (DIVO). The orientation of the
camera (head) obtained by the inertial sensor is also fed
into the workstation with serial interface. The incoming
real world images are merged with virtual objects and out-
put from the DIVO interface to the HMD. The hardware
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Figure 7 Appearance of stereo video see-
through HMD with inertial sensor.
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Figure 8 Configuration of prototype sys-
tem.

configuration of the whole system is illustrated in Figure
8. Figure 9 shows an appearance of experiment using the
prototype system.
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The experiment uses four blue markers placed on a
desktop as fiducial markers. Figure 10 shows the results
of prediction of markers’ position with translation pre-
diction of user’s head in comparison with the prediction
without translation prediction. The squares of solid rep-
resent search windows with translation prediction. The
dotted squares represent those without translation predic-
tion. Note that the user’s head translation is predicted us-
ing only the marker farthest from cameras. As shown in
Figure 10, the case which does not consider user’s head
translation cannot accurately track the markers. On the
other hand, it is confirmed that the proposed method can
accurately predict the markers’ positions by only using
one tracked marker even when user’s head is translated or
a marker is occluded by another object.

Figure 9 Appearance of the experiment.

Figure 11 shows the results of tracking markers in
rapid camera motion. The squares of solid line and dotted
line represent search windows with and without transla-
tion prediction, respectively. The markers in each image
are tracked successfully with translation prediction, while
the tracking without translation prediction is not complete
because a marker in the current frame does not exist in the
search window as is clearly observed in Figure 11.

The rate of miss tracking using only stereo cameras is
7.47%. The rates of miss tracking using both stereo cam-
eras and an inertial sensor with and without considering
the translation of the user’s head are 1.26% and 0.34%,
respectively. Note that the rate of miss tracking is defined
as follows:

���	 
� �
�� �����
�� �

����	� 
� �
��-�����	� ����	��

����	� 
� ����	�� ����	� 
� 
��	��	� ����	��
�

Note that the total number of frames is 150 and the num-
ber of observed markers is 4 in the experiment shown in
Figure 11.
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Figure 12 illustrates the results of natural feature track-
ing using the proposed method, where the mark ’+’ rep-
resents positions of the natural features. The marks in the
top of the image sequence represents the position of natu-
ral features detected by Moravec’s interest operator. The
only reliabe natural features are tracked by considering
the constrains mentioned in the Section 2.3.3.

Figure 13 shows results of geometric registration using
both markers and natural features. The solid and dotted
lines are drawn connecting the 3D positions of markers
by using the estimated model-view matrix. The solid and
dotted lines represent results of registration using markers
and natural features and using only markers, respectively.



In the experiment, the markers and natural features cap-
tured in the right half of image are used for registration
to verify the robustness of the proposal method when the
markers go outside of images. As shown in Figure 13, the
solid line is more accurate than the dotted line.

4 Conclusion

This paper has proposed a stereo vision-based aug-
mented reality system with a wide range of registration.
We have used natural feature points contained in images
captured by a pair of stereo camera in conjunction with
pre-defined fiducial markers. In addition, the method re-
alizes a robust feature tracking by using an inertial sensor
which predicts positions of features. The feasibility of
the prototype system has been successfully demonstrated
through experiments. Our future work will include au-
tomatic detection of new natural features that come into
sight for a wider range of registartion.
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Figure 10 Position prediction of markers
with and without considering a translation
(solid square: search window with transla-
tion prediction, dotted square: search win-
dow without translation prediction).
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Figure 11 Marker tracking with and with-
out position prediction in rapid motion
(solid square: search window of tracked
marker with translation prediction, dotted
square: search window of tracked marker
without translation prediction).
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Figure 12 Result of natural feature track-
ing.
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Figure 13 Result of registration using
both markers and natural features (solid
line) compared with that using only mark-
ers (dotted line).


