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Abstract

This paper describes a method to extend the registra-
tion range of a vision-based augmented reality (AR) sys-
tem. We propose to use natural feature points contained in
images captured by a pair of stereo cameras in conjunction
with pre-defined fixed fiducial markers. The system also in-
corporates an inertial sensor to achieve a robust registra-
tion method which can handle user’s fast head rotation and
movement. The system first uses pre-defined fiducial mark-
ers to estimate a projection matrix between real and virtual
coordinate systems. At the same time, the system picks up
and tracks a set of natural feature points from the initial
image. As a user moves around in an AR environment, the
initial markers fall out from the camera frame and natural
features are then used to recover the projection matrix. Ex-
periments for evaluating the feasibility of the method are
carried out and show the potential benefits of the method.

1. Introduction

Augmented reality (AR) produces an environment in
which virtual objects are superimposed on user’s view of
the real environment. Augmented reality has received a
great deal of attention as a new method for displaying in-
formation or increasing the reality of virtual environments.
A number of applications have already been proposed and
demonstrated [1, 2, 3]. To implement an augmented reality
system, we must solve some problems. Geometric registra-
tion is especially the most important problem because vir-
tual objects should be superimposed on the right place as if
they really exist in the real world.

One of the major approaches to the registration be-
tween the real and virtual worlds is the vision-based method
[4, 5, 6, 7, 8]. The methods, which are sometimes referred
to as vision-based tracking or registration, estimate the po-
sition and an orientation of user’s viewpoint from images

captured by a camera attached at the user’s viewpoint. Be-
cause the method usually uses fiducial markers placed in the
environment, the measurement range is actually limited.

To overcome this limitation, we propose a stereo vision-
based augmented reality with a wide range of registration,
which is based on using pre-defined fiducial markers and
natural features. The system first uses pre-defined fiducial
markers to estimate a projection matrix between real and
virtual coordinate systems. At the same time, the system
picks up and tracks a set of natural feature points from the
initial image. As a user moves around in an AR environ-
ment, the initial markers fall out from the camera frame and
natural features are then used to recover the projection ma-
trix. Even if the markers and natural features fall out from
the frame, the method can achieve the registration between
the real and virtual environments by extendibly detecting
new markers and natural features in sequence. In addition,
to realize robust feature tracking, we apply a prediction-
based hybrid method[9] which estimates the positions of
markers and natural features with support of an inertial sen-
sor.

The following part of the paper is structured as fol-
lows. Section 2 describes the stereo vision-based registra-
tion method using both markers and natural feature points.
In Section 3, experimental results with the proposed method
and discussion about a prototype system are described. Fi-
nally, Section 4 summarizes the present work.

2. Geometric Registration by Tracking Mark-
ers and Natural Features

We assume in this study that a pair of stereo cameras
are virtually located at viewer’s two eyes in an augmented
reality system. Figure 1 illustrates the flowchart of the pro-
posed method. First, to memorize positions of markers and
natural features, the markers and natural features, both of
which may be simply called features hereafter, are detected
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Figure 1. Flow diagram of the registration
method.

from a pair of stereo images (A in Fig. 1). The features are
tracked in the subsequent images using a prediction-based
hybrid method[9] with a stereo vision technique and an iner-
tial sensor (B in Fig. 1). Next, the tracking results are evalu-
ated because tracking of natural features contains errors and
new features are then detected from the stereo images (C in
Fig 1 ). Finally, the results above are used for estimating a
model-view matrix which represents a relationship between
the real and virtual coordinate systems (D in Fig. 1).

2.1. Detecting positions of markers and natural fea-
tures

In the first frame, markers and natural features are de-
tected from a pair of stereo images. The markers are de-
tected by color matching [4]. On the other hand, the natural
features are detected by using Moravec’s interest operator
[10]. The interest operator can detect characteristic points
as natural features that are easily matched between the two
consecutive images.

In the proposed method, the natural features are detected
from every evenly spaced region by the interest operator to
distribute detected features evenly in the images. Next, each
natural feature detected from the left image is matched with
a corresponding point in the right image using a standard
template matching technique with the epipolar constraint.
Finally, the 3D positions of the natural features are calcu-
lated by triangulation.

2.2. Tracking of features

In this section, the tracking of markers and natural fea-
tures with the prediction-based hybrid method[9], which
predicts position of features using an inertial sensor, is
briefly described.

2.2.1. Tracking of markers. This section describes two
cases of features: inside or outside of the current frame. In
the case where the predicted position is inside of the image,
a search window is determined by the predicted position.
Then, the markers are tracked by detecting marker’s region
in the search window based on color information. Next,
the 3D positions of the markers are calculated by a stereo
matching algorithm. Note that the farthest marker is tracked
without the predictions[9].

In the case where the predicted position is outside of the
image, the tracking is realized by assuming that the pre-
dicted position is correct in the current frame. Therefore,
the markers can be tracked continuously even when mark-
ers that have once gone outside come back into sight again.

2.2.2. Tracking of natural features. The natural features
are tracked by using a standard template matching tech-
nique applied to two consecutive images. Note that a tem-
plate is made from a neighboring region of the natural fea-
ture in the previous frame and the similarity measure is a
normalized cross correlation. When the cameras rotate in
roll direction, the rotation of the template is considered in
the matching process. When the position of natural feature
in the image is close to the frame of the image, the tracking
of the natural feature is discontinued. The 3D positions of
natural features that are tracked successfully are calculated
in the same way as markers.

2.3. Extendible tracking

The range of registration is extended by extendibly track-
ing visible and stably detectable natural features.
2.3.1. Evaluation of tracking results. The tracking results
are evaluated by the following criteria because the natural
feature positions may be drifted by updating of the template
and the tracking may fail owing to occlusion . When at least
one of the following criteria are not satisfied, the tracking is
discontinued.

· Correlation between two consecutive images.
The normalized cross correlation between two consecutive
frames is used as a measure to evaluate the tracking error
caused by mismatchings or occlusions due to camera mo-
tion. If the correlation is under a given threshold, the track-
ing of such a natural feature is discontinued.

· Epipolar constraint.
The second criterion is based on the epipolar constraint on
binocular stereo images, which means that corresponding
points in stereo pair should exist on the epipolar line which
is an intersection of two image planes and a plane deter-
mined by the feature point in 3D and the two centers of
lenses. If the corresponding points do not exist on the epipo-
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Figure 2. Registration using features.

lar line, the tracking of such a natural feature is discontin-
ued.

· Displacement of 3D positions.
The third criterion is that the 3D positions of the features
in the current frame should be consistent with their posi-
tions recorded at the time of their first detection. If the dis-
tance between the positions of natural features in the current
frame and the positions at their first detection is larger than
a threshold, the tracking of such a natural features is discon-
tinued.
2.3.2. Detecting new features. In every frame, the pro-
posed method attempts to detect a new marker from a pair
of stereo images based on color information. When natu-
ral features are fall out from the frame or are deleted by
the criteria described in Section 2.3.1, the method attempts
to detect a new natural feature using the method described
in Section 2.1. 3D positions of newly detected features are
calculated and are memorized.

2.4. Estimating model-view matrix

A model-view matrix that represents the relationship be-
tween the world and camera coordinate systems is deter-
mined using the features. Figure 2 illustrates a relationship
between the positions of features in the current frame and
their recorded positions. The model-view matrix is calcu-
lated by matching their 3D positions. Provided that the
position of the i-th feature in the world coordinate system
recorded at the time of its first detection is Prec,i and the
position of i-th feature in the camera coordinate system in
the current frame is Pnow,i, the model-view matrix M can
be determined by minimizing the following sum of squared
differences (SSD) :

SSD =
∑

i

wi(Prec,i − MPnow,i)2,

where wi is a parameter that represents the credibility of
the i-th feature. The credibility is defined according to the
satisfaction of the criteria described in Section 2.3.1.
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Figure 3. Configuration of prototype system.

Figure 4. Appearance of the experiment.

3. Implementation and Experiments

3.1. Prototype system

We have constructed a prototype of video see-through
augmented reality system mainly consisting of two small
CCD cameras (Toshiba IK-UM42) and an inertial sensor
(InterSense IS-300) mounted on an HMD (Olympus Me-
dia Mask), as shown in Figure 3, for demonstrating the
proposed geometrical registration algorithm. The baseline
length between two cameras is set to 6.5 cm. The optical
axes of two cameras are set to be parallel to the viewer’s
gaze direction (actually the head direction). The images
captured by the cameras are fed into a graphics workstation
(SGI Onyx2 IR: 16CPU MIPS R10000 195MHz) through
the digital video interface (DIVO). The orientation of the
camera (head) obtained by the inertial sensor is also fed
into the workstation with serial interface. The incoming
real world images are merged with virtual objects and out-
put from the DIVO interface to the HMD. The hardware
configuration of the whole system is illustrated in Figure
3. Figure 4 shows an appearance of experiment using the
prototype system.
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Figure 5. (a) Result of tracking markers
(square) and natural features (’+’). (b) Result
of registration using both markers and natu-
ral features.

3.2. Evaluation of effectiveness of extendible track-
ing

Figure 5 (a) illustrates the results of natural feature and
marker tracking using the proposed method, where the mark
’+’ and the square represent positions of the natural fea-
tures and markers, respectively. The marks in the top of the
image sequence represents the positions of natural features
detected by Moravec’s interest operator. The only reliable
natural features are then tracked by considering the crite-
ria mentioned in the Section 2.3.1. We can also confirm
that newly observed features are correctly detected from the
subsequent images for extendible tracking.

Figure 5 (b) shows the results of geometric registration
using both markers and natural features. In this experiment,
a clock as a virtual object is drawn on the wall by using the
estimated model-view matrix. It can be observed in Figure 5

(b), a clock is registered stably even if the tracking features
are changed in sequence.

4. Conclusion
This paper has proposed a stereo vision-based aug-

mented reality system with a wide range of registration. We
have used natural feature points contained in images cap-
tured by a pair of stereo camera in conjunction with pre-
defined fiducial markers. The method has achieved robust
registration by extendible feature tracking with support of
prediction by an inertial sensor. The feasibility of the pro-
totype system has been successfully demonstrated through
experiments.
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