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Abstract 2 Detecting moving objects 

When we use a PTZ camera and background subtrac-
tion to detect moving objects, we must synchronize the 
PTZ of the camera and the PTZ of the background im-
age. This paper describes a method a new method of 
detecting moving objects with an omnidirectional cam-
era. The proposed method uses a fixed omnidirectional 
camera which can acquire images surrounding the cam-
era, and background subtraction based on updating 
background image. When we subtract the background 
image from the input image, we consider oscillation of 
intensity. Therefore, the proposed method can robustly 
detect moving objects under the condition that there 
were fluorescent lights and windows which outside light 
came into. In the experiment, the system can detect 
moving objects and show the images of the objects in 
the room. 

2.1 Outline of the method 
 
The proposed method uses an omnidirectional camera 

and background subtraction. The fixed omnidirectional 
camera acquires the omnidirectional images surrounding 
the camera. At first, we estimate the background image 
and amplitude image from the first several frames of the 
input omnidirectional images. After the background 
image and amplitude image are estimated, we detect 
moving objects from the input images, the background 
image and the amplitude image, updating the back-
ground image and the amplitude image. Next, we 
calculate the fan-shaped bounding-boxes which enclose 
the detected moving objects, generate the common per-
spective images of the moving objects, and show the 
user the common perspective images. 

 This section is structured as follows. First, we de-
scribe the omnidirectional camera: HyperOmni Vision. 
Next, we describe the method of detecting moving ob-
jects from the omnidirectional input images. At last, we 
describe the method of calculating the fan-shaped 
bounding-boxes which enclose the detected moving ob-
jects. 

1 Introduction 

                                                  

 world 

When we detect moving objects with a common 
video camera, the field of view is limited. There are 
some methods as solve this problem. They are methods 
which use a PTZ (panning, tilting and zooming) cam-
era[1], methods which use multiple cameras[2], methods 
which use an omnidirectional camera[3], and so on. 
However, if we use the background subtraction as a 
major method for detecting moving objects, and use a 
PTZ camera, we must synchronize the PTZ of the cam-
era and the PTZ of the background image. Moreover, 
when we use a common camera, the camera has a lim-
ited field of view and detects limited moving objects. 
When we use multiple cameras, we requires multiple 
cameras and computers, and so the system becomes 
complex. On the other hand, the omnidirectional camera, 
which can look omnidirectional view at a time, is suit-
able for detecting moving objects in the surrounding 
environment. This paper describes a new method of de-
tecting moving objects with an omnidirectional camera 
and subtraction whose background image is updated. 

 
2.2 Omnidirectional camera: HyperOmni Vision 

 
We use HyperOmni Vision[4] as an omnidirectional 

camera in the present work. HyperOmni Vision is com-
posed of a hyperboloidal mirror and a common video 
camera as illustrated in Fig.1. The camera acquires an 
omnidirectional scene reflected by the hyperboloidal 
mirror. The hyperboloidal mirror is constructed of a hy-
perboloid of two sheets of revolution, which has two 
focal points ( and ). The camera lens center is 
fixed at the focal point C . Given a coordinate 
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This paper is structured as follows. First, we describe 
the method of detecting moving objects with a fixed 
omnidirectional video camera. Next, we present ex-
periments to detect and show moving objects. Finally, 
we summarize the present work. 

 
A ray going from the point  in 3D toward ZYXP ,,
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2.3 Detecting moving objects area from omnidirec-
tional input images 

the inner focal point M  is reflected by the mirror and 
passes through the outer focal point C  intersecting the 
image plane at the point . Therefore, the projec-
tion of HyperOmni Vision is not common planar 
perspective, but satisfies the single viewpoint constraint. 
The relationship between 
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The proposed method which detects moving objects 

is based on a background subtraction method. In the 
background subtraction process, we subtract at each 
pixel, but we don’t consider the neighborhood. Figure 3 
shows the flow chart of detecting moving ob-
jects. 
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 We made the model of intensity of background pixel 
as follows. 

 
I = Iave + σsin(2π*ω*t) + k*noise (3) 
I : intensity of background pixel By using the above equation, an omnidirectional input 

image can be converted to a common perspective image 
at the viewpoint MO [5] (see Fig.2). In this study, we 
show the user the common perspective images of the 
moving objects. 

Iave : average of I 
σ: amplitude of oscillation of intensity 
ω : frequency of oscillation of intensity 
t : time 
k : -1, 0, or +1  noise : noise which is dependent only on the video camera   

(a) Overview (b) nstr  
Fig.1 HyperOmni Vision. 
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The term σsin(2π*ω*t) means a flicker of a fluores-
cent light, CRT and etc. And, the term k*noise means a 
noise which is dependent only on the video camera due 
to gain-up and etc. Therefore, the intensity has the range 
of following.  

 
Iave-σ-noise ≦ I ≦ Iave+σ+noise (4) 
 
If the intensity I of the pixel is outside the range, we 

estimate that the pixel is a part of a moving object. 
 
 First, we predetermine parameter noise which is de-

pendent only on the video camera setup.  
  Next, we consider the slow change of the back-

ground. When the pixel is estimated at the background, 
the parameter Iave and σ are updated by following 
equation. 

 

 
I’ave = (n-1)/n*Iave + 1/n*I 
σ’ = (n-1)/n*σ + 1/n*2*(I-Iave)2 (5) 
n : parameter of the update speed  
(When n increases, updating speed decreases.) Fig.2 Input image (left) and generated image (right). 
  
We calculate the equation (5) about the pixel which is 

estimated at the background on each frame. We use 
I’ave and σ’ as Iave and σ of next frame. 
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When the pixel is estimated at a part of moving object, 
we don’t calculate the equation (5). But, we consider 
cases that an object is put or taken, and cases of the 
rapid change of the background. And so, when the pixel 
is estimated at a part of moving objects, the parameter σ 
is updated by following equation. 

 
σ’ = (m-1)/m*σ + 1/m*2*(I-Iave)2 (6) 
m: parameter of the speed that the detected object 

fade out  
(When m increases, the speed of fading out decreases.) 
 
Normally, we determine m larger than n. Therefore, if 

the detected moving object stays at a position, σ in-
creases, and then the detected moving object fade out. 

Fig.3 Flow chart of detecting moving objects area. 
 

  



2.4 Generating the common perspective image of 
the moving objects 

We set the parameters heuristically. But, the parame-
ters can be applied to common indoor environments: 
lobby, council rooms, and so on.  

In this experiment, there were 2 walkers and a putted 
doll under the condition that there were fluorescents and 
windows which outside light came into (see Fig.6). Fig-
ure 7 shows the stream of screen images. The system 
can detect moving objects robustly. The system up-
dates images at intervals of 0.2 sec. 

The above method can detect pixels of moving ob-
jects with updating the background image continuously. 
Next, the common perspective images of the moving 
objects are shown to the user. It is similar to the method 
of the reference [3]. The method is as follows. 

 
 1. Compute a histogram with respect to the longi-

tude direction θ  of the detected moving 
objects (see Fig.4). 

4 Conclusions 
2. Detect blobs whose values are more than 0 in 

the histogram as the ranges of the longitude of 
the moving objects ((θα1,θα2) & (θα3,θα4)). 

We have proposed a new method of detecting moving 
objects with an omnidirectional video camera. The pro-
posed method uses a fixed omnidirectional camera 
which can acquire images surrounding the camera, and 
background subtraction based on updating background 
image. When we subtract the background image from 
the input image, we consider oscillation of intensity. 
Therefore, the proposed method can robustly detect 
moving objects under the condition that there were 
fluorescent lights and windows which outside light 
came into. In the experiment, the system can detect 
moving objects and show the images of the objects in 
the room. 

3. Compute the maximum and minimum latitude 
of the detected moving objects for the each 
ranges of the longitude. 

4. Generate the common perspective images based 
on the computed ranges of the longitude and the 
latitude, and show to the user according to the 
presentation policy. 

 
When we generate the common perspective images, 

we use the method of the reference [5]. 
 The future work includes the improvement of updat-

ing the area of the detected moving objects and the 
tracking of detected moving objects between each 
frame. 
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Fig.4 Compute a histogram 
 
 

3 Experiments 

We implemented the proposed method on a Linux PC. 
The spec of the PC is as follows. Fig.5 Screen image of the system. 

  
OS: Redhat 7.1 

Entrance

2 walkers
Doll on a desk 
of reception

 

CPU: Pentium4 2GHz 
Memory: 512MB 
 
Figure 5 shows the screen of the system which we 

applied the above method to. The screen is divided into 
4 images. The 3 images show the 3 common perspective 
images of the largest moving objects. The other image 
shows an omnidirectional image, histogram, and etc. 
The magenta line means the histogram of the pixels of 
the moving objects in the longitude direction. 

We set the parameters as follows. 
 

2550 ≤≤ I  
noise = 4 Fig.6 Experimental environment. n=360, m=1080 
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Figure 6 Stream of input image and detected objects. 

 


