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Abstract
This paper describes a wearable annotation overlay sys-

tem using augmented reality (AR) techniques. To realize
AR systems, the position and orientation of user’s view-
point should be obtained in real time. The proposed system
measures the orientation of user’s viewpoint by an inertial
sensor and the user’s position using positioning infrastruc-
tures in environments and a pedometer. The system speci-
fies the user’s position using the position ID received from
RFID tags or IrDA markers which are the components of
positioning infrastructures. When the user goes away from
them, the user’s position is alternatively estimated by using
a pedometer.

1. Introduction

Since computers have made remarkable progress in re-
sent years, a wearable computer can be realized[1]. At the
same time, Augmented Reality (AR) which merges the real
and virtual worlds has received a great deal of attention as a
new method for displaying information[2]. If we construct
an annotation overlay system for real scene using AR tech-
niques with a wearable computer, it can be applied for many
applications[3].

To realize wearable AR systems, the position and orien-
tation of user’s viewpoint are needed for acquiring the re-
lationship between the real and virtual coordinate systems.
Usually, Global Positioning System (GPS) is used outdoors,
a magnetic sensor is used indoors to measure the user’s po-
sition, respectively. Since each sensor can not be used both
indoors and outdoors, if we construct a wearable AR sys-
tem which can be used indoors and outdoors, we must com-
bine positioning methods for outdoor and indoor environ-
ments. However, there remain some problems such that the
hardware configuration of the system is complicated and the
system needs to switch the sensors between indoors and out-
doors. Therefore, we propose a wearable AR system which
overlays annotations on real scene images to guide the user
indoors and outdoors seamlessly.

2. Annotation Overlay System on a Wearable
Computer

AR systems which overlay annotations on the real scene
need three kind of information: a position and an orienta-
tion of the user’s viewpoint, and an annotation database of
information associated with the real world. The system ob-
tains the orientation of the user’s viewpoint using an inertial
sensor which is attached to the user’s headset. The annota-
tion database is stored in a wearable computer.

The proposed system measures the user’s position in-
doors and outdoors using positioning infrastructures and a
pedometer. The system identifies the user’s accurate posi-
tion using positioning infrastructures when the user is near
the components of positioning infrastructures. In this pa-
per, RFID tags and IrDA markers are used as components
of positioning infrastructures. Both of them record position
IDs, and the proposed system can specify the user’s position
by receiving position IDs with sensors which are equipped
by the user. When the user goes away from components of
positioning infrastructures, the user’s position is estimated
by using a pedometer. The pedometer consists of an elec-
tronic compass and acceleration sensors. The former can
detect which direction the user walks toward. The latter
can count how many steps the user walks. These two data
and the user’s pace make it possible to estimate the user’s
position in the neighborhood of components of positioning
infrastructures.

3. Hardware Configuration of Prototype Sys-
tem

Figure 1 shows a hardware configuration and data flow
of the proposed wearable AR navigation system. The user
equips five sensors, a notebook PC and a display device.
Five sensors can obtain the position and orientation of the
user’s viewpoint and the real scene image. These data are
sent to the notebook PC. The notebook PC generates an-
notation overlay images from these data and a database of
annotations which is stored in the PC. The user can see an-
notation overlay images through the display device which is
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Figure 1. Hardware configuration of the pro-
posed system.

attached to the user’s headset. Components of the proposed
system are described in more detail in the following.

Sensors The user equips the following five sensors. The
data obtained with them is transmitted to the computer
through USB, IEEE1394, or serial connection.
Inertial sensor (Intersense: InterTrax2) An inertial
sensor is attached to the user’s glasses and measures
the orientation of the user’s viewpoint.
Camera (Point Grey Research: Dragonfly) A camera
is attached to the user’s headset and captures the real
scene image from the user’s viewpoint. It can capture
RGB 24bit color image of 640 × 480 pixels.
IrDA receiver (Original) An IrDA receiver is attached
to the user’s bag as shown in Figure 1. The IrDA re-
ceiver receives infrared ray including position IDs.
RFID tag reader (OMRON: V720) An RFID tag
reader is attached to the user’s wrist as shown in Figure
1. The RFID tag reader reads the position IDs recorded
in RFID tags.
Pedometer (NEC TOKIN: 3D motion sensor) A pe-
dometer can measure pitch, roll, and yaw. It can also
measure accelerations in the horizontal directions.

Computer (DELL: Inspiron8100, PentiumIII 1.2GHz,
512Mbytes memory) A computer is carried in the
user’s shoulder bag. It holds a database of annotation
information for generating annotation overlay images.
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Figure 2. Annotation overlay images.

Display device (MicroOptical: Clip On Display) A display
device is a video see-through display device. It is at-
tached to headset as shown in Figure 1. It can present
a 640 × 480 color image to the user.

4. Experiment and Concludion
We have carried out an experiment using the proposed

wearable AR system in our campus. Figure 2 (a) and (c)
show the annotation overlay images when the system iden-
tifies the user’s position using positioning infrastructures,
and (b) and (d) in Figure 2 are ones at the user’s position es-
timated with the pedometer when the user walks some steps
from components of positioning infrastructures.

We have proposed the annotation overlay system on a
wearable computer using positioning infrastructures and a
pedometer. We have also shown that the proposed system
can be used both indoors and outdoors seamlessly through
the experiment.
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