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SUMMARY In order to perform the registration of virtual
objects in vision-based augmented reality systems, the estimation
of the relation between the real and virtual worlds is needed. This
paper presents a three-point vision-based registration method
for video see-through augmented reality systems using binocu-
lar cameras. The proposed registration method is based on a
combination of monocular and stereoscopic registration meth-
ods. A correction method that performs an optimization of the
registration by correcting the 2D positions in the images of the
marker feature points is proposed. Also, an extraction strategy
based on color information is put forward to allow the system
to be robust to fast user’s motion. In addition, a quantification
method is used in order to evaluate the stability of the produced
registration. Timing and stability results are presented. The
proposed registration method is proven to be more stable than
the standard stereoscopic registration method and to be inde-
pendent of the distance. Even when the user moves quickly, our
developed system succeeds in producing stable three-point based
registration. Therefore, our proposed methods can be considered
as interesting alternatives to produce the registration in binocular
augmented reality systems when only three points are available.
key words: Augmented realily, vision-based registration, three-
point registration, monocular vision, stereo vision, quantitative
evaluation

1. INTRODUCTION

Augmented reality (AR) systems enhance the user’s
perception and interaction with the real world. The
virtual objects show information that the user cannot
directly detect with their senses. The information pro-
vided by virtual objects helps the user to complete real-
world tasks. One of the most important technical as-
pects of AR systems is the registration of the physical
scene and the virtual space. The real and virtual ob-
jects must be properly aligned, otherwise the illusion
that the two worlds coexist will be compromised.

The position and the orientation of the user’s view-
point must be calculated to align a virtual space to
a physical scene[l],[2],[19],[25]. Different techniques
which measure the user’s viewpoint position and ori-
entation have been developed. Generally, these tech-
niques are divided into three categories:
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e 3D sensors:
e vision-based:

[3], [15], [18], [21]

monocular [13],[14], [17], [20]

binocular [8], [11], [26], [27]

e hybrid: vision & magnetic trackers [4], [16], [22], [23]
vision & inertial sensors [9],[10]

vision & GPS [5]

With vision-based techniques, the approach, in
most cases, attemps to detect visual feature points and
to recover camera orientation and position through a
matching or pose recovery process[5]. Two types of
vision-based techniques are generally used: monocular
and binocular techniques.

Monocular systems possess only one camera and
perform the registration by solving the perspective pose
problem from the position of three or more marker
points in the camera images[13],[14],[17],[20]. When
three points have known positions in the world coor-
dinate system (WCS), the positions of those points in
the camera coordinate system (CCS) can be determined
from the perspective projection of those points in an
image[7]. This important problem in photogrammetry
and in computer vision is often called the three-point
resection problem. Haralick et al. reviewed most of the
direct solutions of the three-point resection problem in
their paper[7].

On the other hand, binocular systems use two cam-
eras to perform the registration[8],[11],[22]. The rela-
tion between the two stereoscopic cameras is considered
in order to deduce depth information of the scene by
triangulation. Therefore, the 3D position in the CCS of
a point observed simultaneously in the two camera im-
ages can be computed by standard stereo vision. There-
fore, the registration can be theoretically achieved using
stereo vision by observing three points in both camera
images of a binocular system.

In this paper, we address the registration problem
for a binocular AR system which possesses two cameras
attached at user’s eyes. An extraction strategy is first
proposed to retrieve the positions of the marker corners.
Then, a registration method which uses both monocu-
lar and binocular vision-based techniques is presented
to perform the registration from three points of a known
marker. A facultative correction method which corrects
the 2D feature positions extracted in the camera images
is described. We perform quantification of the registra-



tion stability. Finally, timing and stability results are
shown and discussed.

This work has mainly four original aspects. First,
we use color information to extract markers as al-
ready used in other systems[8],[9],[16],[17], but we
also use the color information to discriminate multiple
markers instead of template matching or other tech-
niques|6], [12],[28]. Second, a three-point based regis-
tration method is studied. Only few papers talk about
how to register virtual objects in this condition[11],
[17],[22]. Third, we optimize the registration using cor-
rection of the 2D feature positions instead of using Ba-
jura and Neumann’s dynamic correction([4]) or typical
least square minimization([22]). Fourth, we present a
new way to evaluate quantitatively the registration sta-
bility instead of using already proposed evaluations[13],
14, [19], [21], [22).

2. MOTIVATION

Nowadays, most binocular AR systems are composed
of two independent monocular vision-based registration
modules because the registration stability is rather lim-
ited with the standard stereo vision-based registration
method[8]-[11]. The low resolution of the stereo im-
ages, the poor estimation of the point positions and
the short baseline between the stereo cameras are the
major sources of the stereoscopic registration problem.
Furthermore, the stability problem increases with the
distance between the markers and the user. Conse-
quently, the standard stereo vision-based registration
is limited in registration depth.

On the other hand, monocular vision-based reg-
istration is not so limited in registration depth. In
other words, the position and orientation of the user’s
viewpoint can be retrieved independently of the dis-
tance between the markers and the user compared
with stereo vision-based registration. However, the
monocular vision-based registration needs at least four
points located on a plane in the space in order to re-
trieve a unique pose of the user’s viewpoint[17]. In
contrast, stereo vision-based registration only asks for
three points. If only three points are used to determine
the user’s viewpoint by monocular registration, multi-
ple viewpoint solutions are found. Therefore, a monoc-
ular vision-based system is not able to select which so-
lution gives the correct camera pose without additional
constraints and may use 3D sensors to get the informa-
tion necessary to select the correct camera pose.

Many vision-based systems fail to produce a sta-
ble registration if only three points are available. Our
goal is to produce stable three-point based registra-
tion. Developing a stable three-point based registration
method for binocular AR systems has one major out-
come; this registration method provides a fundamen-
tal tool for binocular AR systems and allows binocular
systems using four point based algorithms to keep pro-
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ducing the registration when one of the four points is
missing. Therefore, the robustness of those systems
will increase[17]. To produce three-point based regis-
tration, Okuma et al. [17] used monocular registration
approach and Kanbara et al. [11] used standard stereo-
scopic approach. Also, State et al. have made the hy-
pothesis that the use of stereoscopic projections would
disambiguate the multiple solutions produced from a
three-point based monocular registration in a binoc-
ular system, but they actually used another registra-
tion method[22]. In contrast, the proposed registra-
tion method disambiguates the multiple solutions using
stereoscopic projections.

Also, when a binocular system uses a separate
monocular vision-based registration module for each
camera, the system ignores some useful stereoscopic
information. Even if stereoscopic registration meth-
ods may have trouble to perform stable registration,
we think that stereoscopic information can help to per-
form the registration when using another registration
method. Therefore, we propose a new registration
method and a correction method for binocular vision-
based AR system which exploits the rich information
accessible with stereoscopic registration and the accu-
racy associated with monocular registration. We aim to
perform the registration using the advantages of both
methods since we make the hypothesis that this combi-
nation will improve the registration compared to regis-
tration performed with the stereoscopic and monocular
methods separately.

Registration methods are often associated to an
optimization method in order to improve the quality
of the registration. Usually, least square minimization
based optimizations are used such as State et al.’s opti-
mization method[22]. Bajura and Neumann put for-
ward a correction based optimization[4]. They per-
formed a dynamic correction based on an evaluation
of the registration error computed from the difference
of a recognizable point positions in both the real and
augmented images. We propose a new correction based
optimization because we want a correction method that
allows the possibility to control the correction. We eval-
uate the consistency between the left and the right reg-
istrations and use this information to optimize the reg-
istrations by performing a correction of the 2D feature
positions.

In addition, the developed prototype system runs
in real-time on a common PC. Therefore, the image
processing is kept as small as possible. Also, the sys-
tem is required to be robust to fast user’s motion in
order to avoid wrong positioning of the virtual objects
when the user moves quickly. Therefore, a quick and
simple method based on color detection has been devel-
oped to extract the positions of the markers. Finally,
in order to evaluate our system, we compare it with dif-
ferent systems. We propose quantification based on the
stability of the registration to deal with the fact that
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Fig.1 Example of triangular markers.

the accuracy of a registration is difficult to measure.
3. REGISTRATION METHOD
3.1 Marker extraction strategy

Vision-based AR systems usually process only some
zones of each frame in order to decrease the processing
time. The position of a marker in the current frame
is estimated from the marker position in the previous
frame. The position of the point is then refined by
processing only the pixels in a small zone centered at
the estimated position[8], [28]. Those systems often fail
to retrieve the position of the point when a fast user’s
motion occurs. In order to be robust to fast user’s mo-
tion, some systems employ a hybrid approach; that is,
they add sensors such as inertial sensors or accelerome-
ters to correct the estimation of the marker position[9].
Our proposed system is asked to be robust during fast
user’s motions without the use of a motion sensor. Our
detection strategy aims to extract the marker points
within each entire frame. Also, the detection strategy
has been developed in order to extract the position of
the marker points inside a reasonable delay of time.

As mentioned before, vision-based AR systems
usually use monocular registration with four points[17].
Consequently, square markers are usually used by those
systems. Only one square is needed to perform the
registration since the positions of the square corners
are used as the four points[12], [18]. Discrimination be-
tween different markers is obtained by detecting specific
patterns placed at the center of the squares[6], [28].

In contrast, our prototype system aims to perform
the registration using only three points, the minimum
number of points required for binocular AR registra-
tion. Consequently, triangular markers have been cho-
sen since the shape of the marker used is intimately
linked to the goal of producing a three-point based reg-
istration. Thus, the use of the triangle is only proposed
in order to evaluate the three-point based registration
method since the three points needed to perform the
registration are given by the three corners of a trian-
gular marker. In order to allow a quick detection of
the markers in the image frames, we chose to use blue
triangles printed on a white sheet. Also, multiple tri-
angular markers are discriminated using three colored
regions inserted in the marker surface. Some examples
of the triangular markers are shown in Fig. 1.

Fig.2 Illustration of the first detection step.

T T

Fig.3 [Illustration of the second detection step.

The strategy used to detect the points is divided
into four steps. Those steps are used either for decreas-
ing the processing time or for improving the accuracy
of the computed corner positions.

First, the number of pixels of the frame is divided
by 25. In order words, a subset of the frame composed
by only one pixel out of 25 pixels is processed. Among
the processed pixels, the blue ones are extracted and
segmented into regions. Then, for each region, the three
farthest pixels are computed. Those pixels give an esti-
mation of the corner position of the triangular region.
Figure 2 illustrates this first step. In the figure, the
three farthest pixels are denoted by #.

Secondly, three different groups of two points can
be created from the three corner estimations. For each
group of two points, the outside oriented normal vector
of the line joining the two points is computed. In the
full frame, the frame is scanned from each of the two
points of the group in the normal vector direction to
locate a pixel on the edge of the triangle. Figure 3
illustrates the second step for one of the three groups
of two points. The computed edge pixels along the
vector are denoted by IZL.

If the process is successfully completed, two pixels
on each edge of the triangle are known. An approxima-
tion of each edge equation is calculated from the two
corresponding pixels. In order to refine the calculated
approximation of the line, the positions of a large num-
ber of points on each edge are theoretically computed.
Then, each of the point positions is adjusted using a
one-dimensional edge detector. The equation of each
edge is finally given by the equation of the line which
best fits the adjusted points. Figure 4 shows the third
detection step. Based on the two edge points shown
in Fig. 3, a predefined number of edge points equally
distanced are computed in order to obtain an accurate
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Fig.4 Illustration of the third detection step.

equation for the triangle edge.

Finally, the positions of the triangular marker cor-
ners are associated to the intersections of the edges
given by the previously computed line equations. The
resulting positions of the corners are obtained in sub-
pixel resolution.

When the three corners of the marker have been
found, the triangular marker identity must be ex-
tracted. For instance, colored regions are inserted into
each triangular marker. The identity of a marker is
given by the unique group of three colors associated
with it. Four colors are used: green, yellow, cyan and
magenta. The green is used to identify the hypotenuse
of the triangle. This information is important in order
to orientate the marker, or in other words, to locate the
right angle corner of the triangle.

Different marker identities allow the system to dis-
criminate between multiple markers. Also, once each
triangular marker has been identified and oriented, the
correspondence between the markers detected in the
left camera image and the markers detected in the right
camera image can easily be achieved. An extracted re-
gion is taken as a non-marker region if any of the detec-
tion steps fails to be completed or if the identification
step fails for the region.

Although the use of color based markers increases
the speed of the detection and facilitates the matching
between the two stereoscopic images, the range of mark-
ers which could be robustly discriminated across widely
varying illumination conditions is small compared to
other methods such as template matching. But, we es-
timate that the range of markers should be sufficiently
large for usual AR implementations.

3.2 Geometric registration

A registration method which combines monocular and
binocular vision-based computations is proposed to
perform the registration in a binocular AR system.
As already mentioned, the registration method aims to
produce correct registration from three feature points.
Most of the monocular vision-based systems fail to
produce a correct registration if only three points are
available. This registration method is an alternative
method to keep producing the registration when only
three points are available. In other words, the method
allows systems using square markers to continue pro-
ducing the registration when one of the square corners
is unavailable.

We first based our registration method on a monoc-
ular registration method because monocular registra-
tion is less influenced by the distance than stereo-
scopic registration. Therefore, better results are ex-
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pected compared to standard stereoscopic registra-
tion[11]. Then, the depth information accessible using
a stereoscopic registration method is used to evaluate
the consistency of the monocular registration results.
In the same configuration, our proposed method results
are consequently expected to be better than monocular
registration results[17] since stereoscopic information is
also integrated in our method.

3.2.1 Monocular computation

Finsterwalder’s monocular vision-based method is used
to compute solution groups which satisfy the three-
point space resection problem[7]. A group contains
three 3D positions, one position for each of the three
corners of the triangular marker. Up to 12 different so-
lution groups may be computed for each camera with
Finsterwalder’s method. Generally, only 2 solution
groups are found for each camera since only the groups
containing physically valid positions are kept. In other
words, only groups containing purely real numbers and
groups giving 3D positions in front of the camera cen-
ters of projection are kept.

Usually, only 4 solution groups remain with a
binocular camera setup (2 for each camera). The prob-
lem here is to select the best solution group. Instead
of evaluating each remaining group individually with-
out considering the camera source of the group, pairs
of groups created with one solution group from the left
camera and one solution group from the right camera
are evaluated. The correct 3D positions of the corners
have been computed twice, because each camera has
evaluated the 3D position of the corners. Since the sys-
tem looks for the pair containing twice the same 3D po-
sitions of the corners, the correspondence between the
left component group and the right component group
of a pair is used to evaluate the consistency of the pair.

3.2.2 Binocular consistency

The evaluation of the consistency of all the pairs of
groups is performed using stereoscopic projections. The
positions of a 3D point in the right image P, (z,,y,) and
in the left image P;(z;,y;) have already been extracted
by image processing, and Finsterwalder’s method also
gives two 3D positions for this point, one position com-
puted from the left image, noted L(X;,Y},Z;), and
one position computed from the right image, noted
R(X,,Y,,Z,.). The projection of a point with a known
3D position in the left CCS into the right camera image
is given by Eq. (1). Similarly, the projection into the
left camera image of a point with a known 3D position
in the right CCS is given by Eq. (2). In the equations,
the variable B refers to the length of the baseline. Fig-
ure 5 illustrates the different coordinate systems.
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In the left image, the position @y, (i1, , ji, ) and the
position P, (z;,,y1,,) of a point k should, in theory, be
identical. Equation (3) gives the error Ej, between the
two positions in the left image as illustrated in Fig.
6. Similarly, the error E,, between the two positions
Qry, (i, Jri) and Py, (Zy,, Y, ) in the right image is cal-
culated with Eq. (4). An indication of the consistency
of the two 3D positions computed for a point & is given

by the sum of Elj and E,, .
Elk = \/(mlk - ilk)z + (ylk - jlk)2' (3)

ETk = \/(wm - iTk)Q + (yﬁc - j""k)Q' (4)

Three E; and three E, are computed for each pair
of groups, one E; and one E, for each point of the
marker. As a result, the total projection error E, for a
pair of groups is given by Eq. (5).

k=1

k=1

The pair of groups is valid only if the 3D positions
of the corners given by the solution group associated
with the left camera correspond to the 3D positions of
the corners given by the solution group associated with
the right one. Therefore, we assume that the correct 3D
positions of the corners are given by the pair of groups
that gives the smallest projection error E,.

An ambiguity arises when the disparity is not suf-
ficient between the feature positions. Since the correct

pair of groups cannot clearly be identified using pro-
jection errors, the ambiguity is removed using the se-
lected pair of groups in the previous frame. The pair of
groups which best fits the previous frame information
is selected since the movement of the user in the space
is continuous; in other words, the user’s viewpoint does
not change drastically between two consecutive frames.
Initially, the identified pair of solutions of the previ-
ous frame is unknown. In this case, the pair of groups
which best fits an estimation of the 3D positions of the
corners obtained by stereo vision is selected to remove
the ambiguity.

One more consideration is used concurrently in or-
der to reduce the possibility to misevaluate the pairs of
groups. By definition, a plane in the space is uniquely
defined by three points. Therefore, a plane is created
for each of the two group components of a pair. Since
the left group component and the right group compo-
nent of a pair are theoretically identical, the normals
of the two created plane must also be identical. Conse-
quently, a pair of groups is automatically rejected if the
angle between the two plane normals associated with a
pair exceeds a predefined threshold.

The registration needs to be performed once the
best pair of groups has been identified. Without errors,
both groups of the pair will be identical. So in theory,
any of the two groups may be arbitrary selected. How-
ever, both groups are usually different. Without strat-
egy to identify which group we should use for the regis-
tration, the right image registration may be performed
with the right camera group and the left image regis-
tration may be performed with the left camera group.
But, a lack of consistency between the two stereoscopic
images may occur. Therefore, instead of performing
the registration with this approach, a method to refine
the 3D positions of the corners by applying a correction
method on the extracted 2D positions of the corners in
the images has been developed.

3.3 Correction of 2D point positions

Misestimation of the point positions in the camera
frames is the main source of registration error in vision-
based AR system. Performing a position correction is
an interesting approach to improve the quality of the
registration. In order to optimize the robustness and
the accuracy of the registration, a position correction
method is proposed. It should be noted that a correc-
tion is applied on the 2D feature positions because we
alm to correct the main source of the registration error
instead of optimizing the 3D positions of the features.

Theoretically, the projection error E, must be
zero; the left and right group components of the se-
lected pair must be identical. Because of the errors
associated with detection of the corner positions, usu-
ally E, is not null and the two groups are different. The
goal of the correction is to modify the 2D positions of



Fig. 7

Tllustration of the correction method.

the triangle corners in order to decrease the projec-
tion error, and concurrently, to decrease the difference
between the two group solutions of the pair. The hy-
pothesis that the 2D position errors decrease when the
projection error F, diminishes is made. Therefore, di-
minishing the projection error should tend to modify
left and right group solutions toward the correct solu-
tion. All in all, any registration methods producing a
different registration for each stereo-paired camera can
be improved using the correction method, in particu-
lar, monocular registration using three or four feature
points.

The 2D position of a corner k in one frame is mod-
ified according to the projection of the 3D positions of
the corner given by the pair of group solutions asso-
ciated with the other frame. In the right frame, the
corrected 2D position of the corner k, Cy, (my,, 1y, ), is
given by Eq. (6), where i, and j,, are the components
of the projected point position @),, computed with the
Eq. (1). Similarly, the corrected position Cj, (my, ,ny,)
of the same corner k in the left image is given by Eq.
(7), where 4, and j;, are the components of the pro-
jected point position @, computed with the Eq. (2).
Figure 7 illustrates the correction method.

o _ [ M, ] _ { P + 1, — in,) ] .

Ny, Yry, +,uk(y7“k _jT‘k)
my,, Ly, +Tk(l’l‘ —Z.l‘)
O, = k — k k Uk 7
& [ 1y, ] |: Yuy +Tk(ylk _]lk) ] @)

The correction factors ug and 73 take a value be-
tween 0 and 1. They characterize the confidence in the
2D feature positions computed by the system. A factor
value may be reduced when a feature position in the
image seems erroneous and may be increased when a
feature position seems erroneous. Furthermore, the cor-
rection factors control the importance of the correction.
Consequently, the correction applied can be controlled
for each registration using variable correction factors
for each feature calculated either from image analyses
or geometrical computations. This control may provide
an advantage to the proposed correction method over
other optimization methods such as the least square
minimization.

The 3D positions of the marker corners must be
computed once more since the 2D positions of the cor-
ners in the images have been modified. Consequently,
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Left camera

Right camera

Fig.8 Illustration of a toed-in HMD setup.
Finsterwalder’s method is repeated using the corrected
corner positions. Then, the new computed pairs of
group solutions are evaluated in order to find the cor-
rect pair. But, after the correction, the new projection
error I, may still be significant. As a result, the cor-
rection procedure is repeated until the projection error
is less than a predefined threshold.

The left and right group solutions are considered
identical when the projection error FE, becomes less
than the threshold. Consequently, the difference be-
tween the two group solutions is now negligible and the
2D corner positions in both frames have been success-
fully corrected. Finally, the 3D corner positions given
by the last pair of group solutions are used to perform
the registration. Alternatively, the 3D corner positions
may be obtained by stereo vision from the corrected 2D
corner positions.

4. EXPERIMENT
4.1 System description

Our prototype system runs on a 800 MHz SGI PC
and uses a Canon’s video see-through HMD named
Coaster[24]. The two HMD cameras provide a stereo-
scopic view of the scene and the two HMD monitors
show the augmented scene to the user. Video interface
devices are used to transform the video signal between
the different video standards of the system components
and to merge the left and right camera frames into a
single frame in order to capture both camera frames
simultaneously.

The optical axes of the HMD cameras are often
toed-in[24]. The toed-in setup of the HMD is illus-
trated in Fig. 8. The toed-in angles measured for the
Canon’s HMD are §; = 1.05° and 6, = —1.05°. In
this configuration, stereoscopic estimations of the 3D
point positions are mismatched. Since the axes of the
stereoscopic cameras must be parallel to each other to
perform standard stereoscopic algorithms, the toed-in
effect must be compensated.

The compensation of the toed-in axes is performed
using Eq. (8). This equation transforms a point
P (pn,Yn, 2n) from the CCS of the HMD with a toed-in
axes setup to the equivalent point P.(z¢,yc, 2¢) in the
CCS of the HMD with a parallel axes setup. The angle
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0 takes the value 6; in the case of the left camera and
the value 6, in the case of the right camera.

cos 6 0 cos (6 +90°)
P. = 0 1 0 P,. (8)
cos( —90°) 0 cos @

4.2 Quantification method

In order to evaluate different registration methods, the
quality of a registration must be quantified. The ac-
curacy of a registration method is difficult to measure
because the registration performed must be compared
with the expected theoretical registration. Since the
theoretical registration is difficult to obtain, a new way
to quantify different registration methods is proposed.
The evaluation is based on the stability of the registra-
tion. We think that, in most cases, a difference with the
theoretical registration is acceptable as long as the vir-
tual object position and orientation are stable. There-
fore, a measure of stability can give a good idea of the
robustness of a registration. The main advantage of the
proposed evaluation is the simplicity to implement the
evaluation in an AR system.

In our system, the registration is performed with
a model-view matrix. A model-view matrix gives the
translation and the rotation from the CCS to the
WCSI8], [11]. Therefore, the equation ¢ = Mw stands,
where M is a model-view matrix, w is a point in the
WCS and c is the equivalent point in the CCS. The
model-view matrix is retrieved by the system from the
3D positions of the three corners of a triangular marker.

In a video sequence, the performed registrations
must be static when the user’s viewpoint is fixed. In
other words, the model-view matrix must not change
in order to draw the virtual object at the same po-
sition and with the same orientation in every frame.
Therefore, the stability of a registration method can
be characterized by the amount of fluctuations in the
model-view matrix. The level of stability of a regis-
tration method represents the quality of the performed
registration. When the fluctuations are weak, the qual-
ity of a registration is good. However, the quality of
the registration is poor if the fluctuations are strong.

Since a model-view matrix M can be divided in an
orientation component R and in a translation compo-
nent T', two stability values can be computed: stability
in orientation and stability in position. The stability
level associated with the orientation of the augmented
virtual object is given by the stability in orientation S,.
To compute the stability in orientation S,, the position
of a virtual point p; in a coordinate system created from
the elements of the orientation matrix R; at the current
frame t (Eq. (9)) is compared to the virtual point p;_4
in a coordinate system created from the elements of the
orientation matrix R;_q of the previous frame t—1. The
distance between the two virtual points in the CCS is

transformed into an angle value that gives the stability
in orientation S, between two successive frames (Eq.
(10)). An average value of stability in orientation is
obtained by averaging the stabilities in orientation S,
computed from a video sequence. Similarly, an aver-
age value of stability in position is obtained by averag-
ing stabilities in position S, computed from the same
video sequence. The stability in position between two
successive frames is given by the length of the vector as-
sociated to the difference of two consecutive translation
vectors T3y and T} (Eq. (11)).

Dz Ry[2] + Ry[6] + R4[10]
S, = 17?_—0 arccos M (10)
Sp= Z(Tt[i] =Ty [2])% (11)

4.3 Results and discussion

In this section, we evaluate the robustness to fast user’s
motion, the registration stability of the proposed reg-
istration method compared with a standard stereo vi-
sion based registration and the effect of the correction
method. Then, we present the processing time of our
developed system. In addition, the three-point based
registration produced with our system is compared with
a four point based registration produced with an AR-
ToolKit based system.

4.3.1 Evaluation of robustness against fast user’s mo-
tion

In order to evaluate if our extraction strategy improves
the robustness against fast user’s motion, we have mea-
sured the number of successfully extractions of one
marker during a quick user’s motion. The number of
successfully extractions is calculated from a sequence
of 100 frames. In the sequence, the user is continuously
moving quickly. Our system does not fail to detect
the marker in any frames. Since the marker is success-
fully extracted in 100% of the frames, the movement of
the virtual object is still smooth when the user moves
quickly. Consequently, the proposed extraction method
is robust against fast user’s motion.

4.3.2 Evaluation of the registration and the correction

The stability coefficients defined in Section 4.2 have
been computed for four different methods in order to
evaluate our registration method and to evaluate the
effect associated with our correction method. The four
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methods presented in Fig. 9 and referred as PN, PC,
SN and SC, are integrated in our system and the re-
sults of the different methods are obtained concurrently
from the same extracted 2D feature positions. The sta-
bility results were computed with a value of 0.5 for
both correction factors uy and 7, (simple averaging
case) and a triangular marker with a base length of
16cm. With each of the four methods, the stability
coefficients are computed for different distance values
between the markers and the user’s head. The stabil-
ities in position and the stabilities in orientation are
presented in Fig. 10 and Fig. 11, respectively. Those
stability coefficients are compared in order to evaluate
our methods. In the following, the proposed registra-
tion method without correction (PN) and the standard
stereoscopic method without correction (SN) [11] are
first compared in order to evaluate the proposed reg-
istration method. Secondly, the proposed registration
methods with (PC) and without (PN) correction, and
the stereoscopic methods with (SC) and without (SN)
correction are compared to evaluate the effect of the
correction method.

Figure 10 and Fig. 11 show that the proposed reg-
istration method (PN) produces a more stable registra-
tion compared to the standard sub-pixel stereoscopic
registration (SN). Furthermore, the registration is suc-
cessfully performed with our registration method when
the distance between the user and the markers is sig-
nificantly increased. This result is not really surprising
since the proposed method is based on monocular vision
which is not significantly influenced by the distance.

In order to evaluate the correction method, the
proposed registration method (PN) and the stereo
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vision-based method (SN) are compared with the ver-
sions of those methods implemented with the correc-
tion method (PC and SC). The registration stability
slightly increases when the correction method is used
with our registration method. The correction has only
a slight effect on the stability since our registration
method is not dramatically influenced by detection er-
rors of the corner positions. However, when the reg-
istration is produced with the standard stereo vision-
based registration [11], the correction method signifi-
cantly improves the registration stability because the
stereoscopic registration is sensible to any small detec-
tion errors of the corner positions. Also, since the cor-
ner positions of the marker are corrected, the stereo
vision-based registration succeeds in performing the
registration independently of the distance between the
markers and the user. However, the registration ob-
tained by the proposed registration combined with the
correction method (PC) is still more stable than the
registration obtained by the stereoscopic registration
method combined with the correction method (SC).
Another important aspect of a binocular AR sys-
tem is the coherence between the left and right registra-
tions. The difference in position and the difference in
orientation between the left and right camera registra-
tions for the proposed method with (PC) and without
(PN) correction are presented in Fig. 12 and in Fig.
13, respectively. Those figures clearly show the effect
of the correction method on the coherence. The differ-
ences between the left and right registrations computed
for the proposed registration method without correc-
tion (PN) are significant. The incoherence between the
two camera registrations is a typical result in binocu-
lar systems that use a separate monocular vision-based
registration module for each camera. The user may
be confused if the incoherence between the two aug-
mented stereoscopic images is too strong. However, the
differences between the left and right camera registra-
tions decrease to a negligible level when our correction
method is applied (PC). Consequently, the correction
method helps to create two coherent augmented stereo-
scopic images of the scene.
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Figure 14 shows some examples of augmented im-
ages where the registration has been performed with the
proposed registration method after correction of the 2D
positions of the marker corners (PC).

4.3.3 Evaluation of the processing time

We first present in this section the processing time ac-
cording to the complexity of the 3D object and to the

number of 3D objects to render. In a second time, we
compare the processing time of our system with other
systems.

To evaluate the processing time in terms of the
complexity of the virtual object, the system is asked to
register four different 3D objects. Each virtual object
has a different number of polygons and faces as shown
in Table 1. To evaluate the effect of the number of
markers on the processing time, multiple markers are
inserted in the field of view of the camera and the tur-
tle object (see Table 1) is rendered for each extracted
marker. For the experiments, the markers were placed
at about 0.30m of the cameras. Table 1 gives the frame
rate reached by the system and the time spent in the
main steps of the process according to the complex-
ity of the rendered 3D object. Similarly, Table 2 gives
the same measurements according to the number of ex-
tracted markers. In those tables, the timing refers to
the time spent to process two stereo-images. The re-
sults are discussed in four parts.

First, the system needs about 15.35ms to capture
an image. This time is not presented in the table since
it is constant independently of the content of the scene.
However, in order to decrease the capture time, our
system only captures one image containing both left
and right images.

Second, the time needed by the extraction strategy
is split in two parts: the time needed to identify the blue
pixels of the images and the time needed to extract the
marker position, orientation and identity. The tables
show that the time needed to identify the blue pixels
in the images using the strategy described in Section
3.1 is independent of the complexity of the 3D object,
but slightly influenced by the number of markers in the
images as can be seen in Table 2. In the same way, the
time asked to extract the marker is linearly influenced
by the number of markers in the images. The extraction
of the markers takes about 4ms by marker.
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Table 1  Average time needed for merging different 3D objects on stereo images
3D objects Identify Extract Registration Mapping of the | Render the Frame rate
name | # vertices | # faces blue pixels | the marker | and correction | camera images 3D object
dragonfly 3855 7570 7.04ms 4.27Tms 0.34ms 35.49ms 1.71ms 14.74 f/s
monster 5873 9556 7.05ms 4.24ms 0.31ms 35.96ms 2.08ms 14.69 f/s
turtle 6642 13120 7.05ms 4.24ms 0.24ms 35.44ms 2.52ms 14.70 f/s
dragon 54831 108588 6.88ms 4.22ms 0.33ms 36.24ms 31.26ms 9.56 f/s
Table 2  Average time needed for merging multiple 3D objects on stereo images
Number of Identify Extract Registration Mapping of the | Render the Frame rate
markers blue pixels | the marker | and correction | camera images 3D object
0 6.79ms 0.00ms 0.03ms 35.52ms 0.07ms 14.94 f/s
1 7.05ms 4.24ms 0.34ms 36.44ms 2.52ms 14.70 f/s
2 7.12ms 7.18ms 0.54ms 35.40ms 3.34ms 11.96 f/s
3 7.26ms 9.98ms 0.77Tms 36.27Tms 4.54ms 11.91 f/s
4 7.32ms 14.21ms 0.96ms 35.64ms 5.61ms 11.16 f/s

Third, the time needed by the registration and the
correction (PC) is presented. The time spent to per-
form the registration and the correction is influenced
by the number of markers since a registration and a
correction is applied for every extracted marker. We
observe from the tables that the registration and the
correction take about 0.30ms by marker to complete.
All in all, the time needed to perform the registration
and the correction is negligible compared to other pro-
cesses.

Fourth, the time needed to generate the augmented
images is presented in two parts: the time needed to
map the camera images onto a rectangular surface us-
ing the texture mapping functions of OpenGL and the
time needed by OpenGL to render the 3D object. The
time spent to map the camera images is constant (about
35ms) because the mapping of the two camera frames
is independent of the content of the frames. However,
the time asked to render the virtual objects is influ-
enced by both the complexity of the 3D object and by
the number of markers since one marker means one 3D
object to render.

In brief, the system succeeds in running in real-
time if the complexity of the 3D objects to render and
the number of markers in the image are limited. In
other words, the system succeeds in creating at least
10 pairs of augmented images each second when the
3D objects are relatively simple to render and when
the number of markers is reasonable.

The processing times of three systems have been
compared: the proposed registration and correction
methods (PC), the standard stereoscopic registration
method (SN) [11] and a monocular ARToolKit based
system (ARToolKit). The ARToolkit is a software li-
brary that can be used to calculate camera position and
orientation relative to physical markers in real time[28].
Two versions of the ARToolKit have been evaluated
since the ARToolKit posseses the option of processing
either the entire frame (100%) or the frame reduced to
25% of its original size. In order to measure the differ-

ent times, all the systems have been executed on our
800 Mhz SGI PC. The 3D object merged is the tur-
tle object presented in Table 1. Table 3 gives the time
results.

First, each system is asked to capture one video
image (the left camera image for the ARToolKit and
a merging of the left and right images for our sys-
tem). The capture time of the camera image differs
for each system as shown in the table since the two
systems used different capture functions. Second, the
table shows that our system succeeds in extracting the
marker faster than the ARToolkit. Our system spends
about 5ms to extract the marker in one frame compared
to 7ms and 14ms for the ARToolKit based system. The
registration and correction method (PC) takes about
0.15ms by frame; slower than the stereoscopic registra-
tion method (SN) with 0.05ms (both frames are done in
the same time), but faster than the monocular registra-
tion of the ARToolKit with 4.36ms by frame. However,
it is important to say that the proposed registration
method (PC) and the stereoscopic registration method
(SN) employ three-point based registrations in contrast
to the ARToolKit registration method which is based
on a four point based registration method using square
marker. Third, since all the systems use texture func-
tions to map the camera images, the times needed for
the systems are equivalent when the number of frames
processed is considered. The same result is observed
for the time asked to render 3D objects. In conclusion,
when we consider the number of processed frames, our
developed system is slightly faster than both versions
of the ARToolKit system.

4.3.4 Comparison between three-point and four-point
based registrations

The geometric registration is expected to be more sta-
ble when using a four point based registration instead of
a three-point based registration. We compare the reg-
istration results of our registration method (PC) with
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Table 3
System Number of Capture the Extract Registration | Mapping of the | Render the || Frame rate
frames camera image | the marker camera images 3D object
PC 2 15.24ms 10.45ms 0.31ms 36.47ms 2.55ms 14.70 /s
SN 2 15.32ms 10.50ms 0.05ms 35.88ms 2.51ms 14.67 f/s
ARToolKit (100%) 1 25.67ms 14.54ms 4.36ms 20.44ms 1.49ms 15.00 /s
ARToolKit (25%) 1 9.52ms 7.02ms 4.35ms 21.54ms 1.65ms 22.62 f/s
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with the ARToolKit.

the registration results of an ARToolKit based system
(the full frame version). For different distances be-
tween the marker and the cameras, we record stereo-
scopic video sequence showing an ARToolKit compat-
ible square marker with a side length of 6.6cm. From
each sequence, the ARToolKit performs the registra-
tion of the left frames using a four point based monoc-
ular method. From the same sequence, our registration
method performs the registration of the stereoscopic
frames with three of the four corners of the ARToolKit
square marker. The stabilities in position and orien-
tation of both methods are given in Fig. 15 and Fig.
16.

Because the information given by three points ob-
served by stereo-paired camera is sufficient to com-
pute accurate 3D position of a marker, the stabilities
in position observed for both methods are similar as
shown in Fig. 15. Furthermore, our registration gives
slightly better results when the distance between the

marker and the camera increases because the correc-
tion method improves the accuracy of each corner po-
sition and the effect of the correction is more consider-
able when the distance increases. In contrast, the AR-
ToolKit registration doesn’t integrate an optimization
method.

However, the four point based registration of the
ARToolKit is more stable in orientation than our three-
point based registration method (PC) as shown in Fig.
16. Retrieving the orientation requires more informa-
tion than retrieving the position. The use of a fourth
point improves the stability in orientation since the
four point based inverse perspective projection is sig-
nificantly more accurate than the three-point based in-
verse perspective projection or the three-point based
standard stereoscopic computation. Furthermore, the
improvement from the optimization with the correc-
tion method is not sufficient to compensate the use of
a fourth point.

Globally, the four point based registration of the
ARToolKit gives better stability results than our three-
point based registration method. However, the sta-
bility difference between both registrations is usually
hardly perceptible by the user. Therefore, the proposed
method can be used as a backup method when one cor-
ner is occluded in the ARToolKit system.

5. CONCLUSION

Performing a better registration increases the realistic
perception of the virtual object. This paper has pre-
sented alternative methods to keep producing the reg-
istration when only three points are available. Our pro-
posed system succeeds in merging real scene with vir-
tual object in real-time even when fast user’s motion
The proposed registration method is proven
to be more stable than the standard stereoscopic reg-
istration method and to be independent of the dis-
tance. Also, the correction method efficiently optimizes
the registration stability. Consequently, the hypothesis
that the registration may be improved by combining the
use of both stereoscopic and monocular approach has
been verified. Nevertheless, the three-point based reg-
istration proposed is still less stable than a four point
based registration; especially the stability in orienta-
tion. However, the results observed for our system are
approximately comparable in spite of using the mini-
mum number of points needed for binocular AR reg-
istration. Consequently, the proposed methods can be

occurs.
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considered as relevant alternatives.

In future works, we want to improve the selection
of the correct pair of groups, investigate new correction
rules by developing an algorithm to determine variable
correction factor values which quantify the confidence
in the 2D feature positions and evaluate the effect of
the correction method on monocular registration using
four points.
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