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Abstract

This paper describes a wearable tour guide system us-
ing augmented reality techniques which can merge the real
and virtual worlds. The proposed system is supported to
be used in indoor and outdoor sightseeing sites which have
some sightseeing spots. In the proposed system, the some
user localization methods, which can be used both indoors
and outdoors, are used to guide the user along the tour route
and providing the user with multimedia contents stored in a
networked shared database. Especially, the proposed sys-
tem presents annotations and virtual objects to user using
augmented reality techniques so as to be able to understand
the augmented environment intuitively. In addition, we in-
troduce a system by which virtual objects can be merged
into a bird’s eye view image acquired by an unmanned heli-
copter.

1. Introduction

Since computers have made remarkable progress in re-
sent years, a wearable computer can be realized[1, 2]. At the
same time, Augmented Reality (AR) which merges the real
and virtual worlds has received a great deal of attention as
a new method for displaying location-based information[3,
4, 5]. If we construct an annotation overlay system for real
scene using an AR technique with a wearable computer, it
can be applied for many applications[6, 7, 8, 9]. Figure 1
shows an example of annotation overlay system which im-
poses annotations on the real scene using AR techniques
with wearable computers. If the AR system can be real-
ized with a wearable computer, user can get location-based
information anyplace at any time. Therefore, the system is

Figure 1. A wearable AR application.

applicable to human navigation or tour guide systems which
provide wearable computer users with location-based infor-
mation such as sightseeing information or route guide.

To realize AR systems with wearable computers, we
have to resolve some problems. The important two prob-
lems of them are user localization and management of
location-based information provided user. The former
means the registration problem which requires to estimate
the relationship between the real and virtual worlds, to over-
lay virtual objects such as annotation and virtual buildings
at the accurate position of the real scene. The later in-
cludes how to provide users with appropriate information
and how to effectively visualize the information. Both of
user localization and information management problems are
more difficult and complex than the conventional AR, be-
cause wearable computer users move anyplace and try to
get location-based information at any time.

Usually, to resolve the user localization problem, the po-
sition and orientation of user’s viewpoint should be mea-
sured in real time. A number of methods have been pro-
posed for localization in indoor and outdoor environments.
For examples, Global Positioning System (GPS) is used



Figure 2. The aerial photograph of Nara
palace site.

to measure the user’s position outdoors. In AR systems
which use GPS, a differential GPS or a real time kinematic
GPS[10, 11] is often used to measure the user’s position
accurately. For indoor environments, several approaches
which use fiducial markers or IR markers as positioning in-
frastructures are proposed. On the other hand, the prob-
lem of information management has not been investigated
in detail yet. In general, a user’s computer needs to hold
user’s location-based information to overlay annotations on
the real scene image. Up to this time, since a database of
annotation information is usually held in a wearable com-
puter in advance, it is difficult for the database of annotation
information to be easily updated or added by information
providers.

This paper introduces new approaches which overcome
both of the user localization and information management
problems. We selected Nara palace site as a platform of ex-
periment environment. Nara Palace Site Navigator which is
a wearable tour guide system using augmented reality tech-
niques is constructed. Nara palace site is the remains of
Japanese ancient capital palace which existed 1300 years
ago. Nara palace site shown Figure 2 has 2 square kilome-
ters and locates in the west of Nara city. It has museums
which exhibit hangover and an outdoor archaeological site
which has scattered sightseeing spots such as ancient build-
ing excavation sites. We propose user localization methods
for this experiment environment which includes indoor and
outdoor scenes. In addition, we attempt to generate an aug-
mented scene which is captured from bird’s eye view. Fi-
nally, we describe a networked shared database of location-
based information and view management method for effec-
tive visualization management.

2. Framework of Nara Palace Site Navigator

Some navigation systems using a wearable computer or
mobile device have already been proposed until now[12,

13, 14]. ARCHEOGUIDE system is a mobile system for
guiding tourists[15, 16]. This system is intended to present
archaeological information to the user at cultural-heritage
sites. The archaeological information in this system in-
cludes virtually reconstructed buildings which are overlaid
on ruins of buildings using augmented reality techniques.
This system demonstrates that augmented reality provides
an effective method for guiding tourists. We try to estab-
lish a wearable AR system which can provide the user with
augmented scene in several experiment environments.

Figure 3 shows an overview of Nara palace site naviga-
tor. The user can acquire generated augmented scene as
guide information under three kinds of environments in-
cluding indoor and outdoor scenes and bird’s eye view. In
outdoor environments, to estimate user’s position widely,
the position is measured by combining the user’s absolute
position acquired by GPS and infrared marker and dead
reckoning data. In indoor environments, to measure the
user’s position accurately, the infrared marker and fiducial
marker set up on the ceiling of building are used as position-
ing infrastructure. On the other hand, the augmented scene
from bird’s eye view is generated by measuring the heli-
copter’s position and orientation using GPS and gyroscope
attached to the helicopter. We also propose a management
method for location-based information. The proposed ap-
proaches are based on using a networked shared database,
which can effectively provide the user with appropriate in-
formation and intuitive visualization.

This paper is structured as follows. Sections 3 and 4
describe the localization method in outdoor and indoor en-
vironments, respectively. Section 5 describes the method
and experiments of bird’s eye view augmentation. In Sec-
tion 6, the approaches of networked shared database and
view management are described in detail. Finally, Section
7 summarizes the present work and also describes future
work.

3 Outdoor user localization

To acquire the user’s position in wide outdoor environ-
ments, the position is measured by combining specification
of the user’s absolute position and dead reckoning data as
shown in Figure 4[17]. In the proposed method, the user’s
position is measured by combining the user’s absolute po-
sition which is measured by the GPS and the user’s relative
movement which is measured by the pedometer.

3.1 Specification of user’s absolute position

The user’s absolute position is measured using a hand-
held GPS in outdoor environments. When the GPS is used
solely for specifying the position in outdoor environments,
the error fluctuates between 5 meters and 50 meters which
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Figure 4. The proposed positioning method.

is caused by various reasons: the number of captured GPS
satellites, the weather, and so on. In environments which
have no high-rise buildings, the error of the standard GPS is
within 20 meters. The GPS can specify the user’s position
at 1Hz.

3.2 Estimation of user’s relative movement

We can estimate the user’s relative movement using a pe-
dometer represented by the dead reckoning module, ”DRM-
III (Point Research Corporation)” as shown in Figure 5 (a)
both indoors and outdoors. The ”DRM-III” estimates the
user’s relative movement by integrating these three data: the
user’s average pace which is input beforehand, the detec-
tion of the user’s walking action, and the user’s walking di-

(a) DRM-III. (b) MDP-A3U9.

Figure 5. Dead reckoning sensors.

rection. However, the sensor just like ”MDP-A3U9 (NEC-
TOKIN)” (Figure 5 (b)) which is composed by acceleration
sensors and a digital compass also can estimate the user’s
relative movement. The ”MDP-A3U9” can measure the ac-
celeration of the user’s waist to detect the user’s walking
action using the acceleration sensor and measure the user’s
walking direction using the digital compass.

3.3 Combining the absolute position and dead
reckoning

In our method, even when the accuracy of the GPS drops
temporarily, the user’s current position is measured by us-
ing past GPS data and dead reckoning data. Thus the po-
sitioning accuracy is defined as the sum of the GPS accu-
racy which is included the standard GPS data, NMEA data
and 5% of the distance traveled. The system calculates the
value for GPS data at every moment and adopts the position
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Figure 6. Examples of generated images.

data whose value of positioning accuracy is minimum as the
user’s position.

The user’s position can be measured at user’s step rate
by using the dead reckoning method with specifying the
user’s absolute position. Therefore, the user’s position can
be measured with the same timing as the user’s movement.
However, the accumulative error occurs according to the
user’s walking distance when we use the proposed dead
reckoning method. The accumulative error includes two
kinds of errors mainly. One is the difference between the
user’s actual pace and the user’s average pace estimated in
advance, and the other is the difference between the actual
walking direction and the user’s waist direction. Both of
them are accumulated according to the user’s walking dis-
tance. In our method, the accumulative error of dead reck-
oning is canceled whenever the system receives the GPS
data.

3.4 Examples of outdoor augmented scene

We have developed a prototype wearable augmented re-
ality system which presents location-based information in
outdoor environments. The user’s position is measured by
using the proposed method. Figure 6 shows examples of
generated images which are presented to the user. Figures
6(a) and (b) show a position-based annotation overlay im-
age. Figure 6(c) and (d) show images on which a virtual
building is overlaid.

4 Indoor user localization

We have developed two kinds of indoor position and ori-
entation tracking systems[18]. We explain the proposed
systems in detail in the following sections.
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Figure 7. Infrared marker based indoor track-
ing technique.

4.1 Infrared marker based hybrid tracking

We have developed an indoor position and orientation
tracking system, which combines infrared markers with a
head-mounted stereo camera and an orientation sensor as
shown in Figure 7. In this system, most markers can be ca-
sually placed without the need for calibration, as unknown
markers in the workspace are automatically mapped. The
proposed method is robust with respect to lighting condi-
tions, also working in complete darkness, and is less ob-
trusive in terms of aesthetics compared with conventional
marker-based approaches. An extended Kalman filter is em-
ployed to reduce triangulation and orientation errors by in-
tegrating the signals acquired by multiple sensors. The loca-
tion accuracy of the system was evaluated through a series
of experiments that showed that the error for a stationary
subject is less than about 10 cm, while that for a moving
subject is within 10% of the movement distance.

4.2 Fiducial marker based technique

We have developed another indoor user positioning tech-
nique, which is inexpensive, easy to setup, and available in a
wide area. This technique uses many fiducial markers casu-
ally stuck on the ceiling with a camera looking upward. In
the technique, an arbitrary small number of fiducial markers
have to be calibrated, while the rest of them can be roughly
placed. Positions of uncalibrated markers are propagatively
estimated based on adjacent markers. User’s global posi-
tion is then detected based on the estimated marker posi-
tions. Experimental results have shown that jittering is a
few millimeter and accumulative error is not critical. This
approach is applicable to a large scale indoor environments
since a marker can be roughly placed in a short time.
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Figure 8. Immersive teleoperating system.

Figure 9. Bird’s eye view AR system overview.

5 Augmented reality of bird’s eye view scene

We have proposed an immersive teleoperating
system[19] for unmanned helicopters using an omni-
directional camera as shown in Figure 8. We applyed the
developed system to an annotation-based guide system.
User can see bird’s eye view augmented scene at Nara
palace site. Figure 9 shows the overview of this system.
On the helicopter, an omnidirectional camera, a GPS,
a gyroscope, and a PC are mounted. Position/attitude
data and an omnidirectional image are transmitted to the
operator during the flight via a wireless LAN. A perspective
image is generated from a received omnidirectional image,
and displayed on the Head Mounted Display(HMD) which
the operator wears. Annotations to real objects and virtual
objects are overlaid on the perspective image. The operator
has a database of annotations which consists of the names
and the position information of neighboring objects. The
displayed image changes depending on the head direction
which is measured by the gyroscope attached to the HMD.
The operator holds a controller with both hands and
controls the helicopter wearing a backpack which contains
a laptop PC.

Figure 10. Measured GPS data and gyroscope
data.

Figure 11. Annotation and virtual Nara palace
overlaid on perspective images.

We have carried out an experiment using this system.
Figure 10 indicates GPS and gyroscope data. Figure 11
shows examples of the annotation overlaid images. Using
the current position and attitude of the helicopter, some an-
notations and virtual Nara palace site are overlaid on the
perspective image. The attitude of the operator’s head is
displayed at upper side and left side of the image. Addi-
tionally, the attitude of the helicopter is indicated by a vir-
tual helicopter at left below of the image. The position is
measured correctly and annotations are overlaid on actual
buildings generally.

6 Management of location-based informa-
tion

In this session, we describe management methods for the
location-based information in wearable AR system. In this
section, as a first step, we handle only annotation informa-
tion such as a name of building. To effectively manage
the information, we propose some techniques: networked
shared database for wearable AR, development toolkit for
the shared database, and visualization method.



6.1 Shared database of annotation information

Figure 12 shows an overview of shared database system
of annotation information[20]. In this study, the database
is shared via a wireless network. The database of anno-
tation information is stored in the server and is shared by
multiple users of wearable AR systems and information
providers. Consequently, users of wearable AR systems
can obtain annotation information at anytime via a wire-
less network and can see the newest annotation overlay im-
ages without holding the database of annotation informa-
tion in advance. On the other hand, information providers
can provide efficiently the newest annotation information
for users of wearable AR systems by updating and adding
the database with a web browser. In Section 6.1.1, the con-
struction of the database of annotation information is de-
scribed. Section 6.1.2 describes how to update the database
with a web browser. Section 6.1.3 describes how the user
obtains annotation information.

6.1.1 Construction of annotation database

The database contains some kinds of location-based con-
tents. Each annotation is composed of a pair of con-
tents(name and detail) and their positions. Components of
the annotation information are described in detail in the fol-
lowing.

Position: Three-dimensional position of an annotation in
the real world. Three parameters (latitude, longitude,
height) are stored in the database.

Name: The name of the object which is overlaid in the real
scene as annotation information.

Detail: Detailed information about the object to be anno-
tated. When user’s eyes are fixed on the object, the
detail about the object is shown in the lower part of the
user’s view.

6.1.2 Updating the shared database

The annotation information can be corrected, added and
deleted by information providers with a web browser. An
interface for information providers to update the database is
a web browser as shown in Figure 13. Information providers
can easily update the database by accessing a prepared web
page and by transmitting the data of annotation information.
The annotation updating procedure is described below.

1. Specification of position

Information providers can zoom in and out to maps
(Figure 13: C, D) using buttons (Figure 13: A). Be-
sides, the providers can move in the map by clicking
any point on the map. In this way, the providers can

Figure 12. Overview of a networked annota-
tion databese shared by users.

specify the position of a new annotation to be added.
It should be noted that position parameters such as
latitude, longitude and height are automatically deter-
mined based on the specified position on the map.

2. Input of name

Information providers input the object name to web
page. The name is sent to the server and the picture
of annotation is automatically generated in the server.

3. Input of details

Using the same method as in the input of the name,
information providers send details of objects. The
providers also can send a picture, a sound file and a
movie file as details.

The providers can efficiently send the newest annotation
information using a web browser. Note that users of wear-
able AR systems can also update the database. In this case,
the server shows the user a map of his neighborhood ac-
cording to the user’s position acquired by positioning sen-
sors. Since the user is able to update the database, the user
can immediately correct the position error of annotations by
confirming the overlaid image.

6.1.3 Getting annotation information

In this work, the database server is prepared assuming that
the user’s wearable computer can access the database via a
wireless network. Annotations to be presented to the user
are determined based on the user’s current position. First,
the user’s position is measured by some positioning sensors
such as GPS which are equipped by the user. The user’s



Figure 13. Input form of annotation informa-
tion.
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Figure 14. A data flow diagram of a networked
wearable AR system architecture.

wearable computer then obtains proper annotation informa-
tion based on the measured user’s position. The server au-
tomatically decides which annotation should be provided.
Consequently, the user’s wearable system can obtain the
newest annotation information at anytime.

6.2 Development toolkit for networked wearable
AR systems

We have also developed a development toolkit for a net-
worked wearable AR system. Our toolkit is designed with
consideration of annotation data volume, ease of annotation
updates and hardware architecture diversity. In particular,
the toolkit hierarchically manages annotation data based on
a geographic distribution of clients and annotation. The sys-
tem transmits annotations to clients using dedicated prior-
ity management architecture. Specifically, user preference,
location, viewing direction, and levels of details etc. are

Client 1’s view Client 2’s view

Figure 15. Clients’ view in the experiment.
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taken into consideration for fast and effective data transfer.
An experiment shows that annotation information was prop-
erly transmitted from the server to two clients that use the
proposed toolkit and different position detection techniques,
based on their position information (see Figures 14 and 15).

6.3 Annotation visualization techniques

We have proposed a number of depth visualization tech-
niques for virtual object annotations. It is often difficult to
perceive the depth of virtual objects in an augmented re-
ality (AR) environment due to poor depth cues and visual
congestion. Existing techniques are intended primarily for
normal objects having 3D geometry. Our techniques dy-
namically modify visual attributes of each annotation, such
as color or line-style of the frame, based on its distance to
the user or occlusion relationship between the annotation
and the real environment to facilitate perception of anno-
tations’ location and spatial relationship (see Figure 15).
Preliminary experiments indicate that three representative
depth visualization methods are effective for reducing re-
sponse time, depth recognition error, and head moving dis-
tance. These approaches should be particularly effective for
wearable AR systems that use a monocular HMD.



7 Summary

This paper has described wearable tour guide systems
and related augmented reality for Nara palace site which
is the remains of Japanese ancient capital palace. In par-
ticular, we proposed the techniques of indoor and outdoor
user localization, bird’s eye view augmentation and man-
agement methods of location-based information for wear-
able computer users. The user can acquire the guide infor-
mation in three environments: outdoor, indoor and bird’s
eye view scenes. We also have proposed the management
method of overlaid information. The proposed methods are
the networked shared database for effectively providing the
user with the annotation information, and the visualization
method of overlaid information. For future work, we plan
to improve the Nara palace site navigator as a guide tour
application and to integrate the proposed localization meth-
ods.
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