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Abstract

In computer graphics (CG), making photorealistic images using a computer is now

commonplace. As a result, directors can create convincing, imaginary worlds, and de-

signers can virtually prototype, visualize, and evaluate potential products and spaces.

In order to achieve these purposes, rendering methods such as ray tracing and radiosity

rendering methods have been developed. However, the rendering of more photoreal-

istic images requires both accurate object surface reflectance parameters and object

surface geometries to be obtained. Therefore, in augmented virtuality, it is important

to estimate surface reflectometry and surface geometry from real objects or scenes. In

particular, object surface reflectometry estimation is of primary importance because,

unlike object surface geometry, which can be measured using a range finder, no device

has been developed to measure the variation of object surface reflectance properties.

The present study investigates the problem of object surface reflectance estima-

tion, which is sometimes referred to as inverse reflectometry, for photorealistic render-

ing and effective multimedia applications. A number of methods have been developed

for estimating object surface reflectance properties in order to render real objects under

arbitrary illumination conditions. However, it is difficult to densely estimate surface re-

flectance properties faithfully for complex objects with interreflections. This thesis de-

scribes three new methods for densely estimating the non-uniform surface reflectance

properties of real objects constructed of convex and concave surfaces. Specifically, we

use registered range and surface color texture images obtained by a laser rangefinder.

The proposed methods determine the positions of light sources in order to capture color
�Ph. D. Dissertation, Department of Information Systems, Graduate School of Information Science,
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images to be used in discriminating diffuse and specular reflection components of sur-

face reflection. The first method involves densely estimating local surface reflectance

properties based on the calculation of an inverse local illumination rendering. This

method is useful only for objects without surface interreflections. The second and

third methods densely estimate the reflectance parameters of objects with diffuse and

specular interreflections based on an inverse global illumination rendering. Experi-

ments are conducted in order to demonstrate the usefulness and the advantages and

disadvantages of the proposed methods through comparative study.

Keywords:

Inverse Rendering, Surface Reflectometry, Interreflections, Mixed Reality, Augmented

Virtuality
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Chapter 1

Introduction

Computer graphics (CG) is being increasingly used to visualize real objects and envi-

ronments. Applications for entertainment, architecture, interior design, virtual reality,

and digital museums often require aspects of the real world to be rendered realistically

from novel viewpoints and/or under novel illumination conditions. For example, it

might be necessary to show how a room in a house would look under different lighting

conditions or how a statue would look at various times of day in a different wing of

a museum. Another example is the realistic rendering a film location under different

lighting conditions, while adding in digital props and characters, with the expectation

that the rendered results would accurately and realistically portray the desired scene.

Moreover, augmented reality (AR) technologies have been developed. Augmented re-

ality techniques require a virtualized object to be seamlessly merged into the real world

[Azu97].

There are two approaches to the problem of virtualizing real objects photo-realistically.

The first approach is image based rendering (IBR), which has often been used to re-

produce real objects in CG. Generally, IBR methods require a large number of real

images in order to represent the virtualized object under arbitrary illumination con-

ditions and from an arbitrary viewing direction. Research in image-based modeling

and rendering[Che95, DYB98, DM96, LF94, MB95, LH96, SS97] has shown that the

photographics of a scene can be used together with geometry to produce realistic ren-

derings of diffuse scenes under the original lighting conditions. However, challenges

remain with respect to making modifications to such scenes. Whether the modifi-

cations involve changing the geometry or changing the lighting, the generation of a
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new rendering requires re-computation of the interaction of light with the surfaces in

the scene. Computing this interaction requires knowledge of the reflectance proper-

ties (diffuse, color, shininess, etc.) of each surface. Unfortunately, such reflectance

property information is not directly available from the scene geometry or from pho-

tographs. Mukaigawa et al. [MMMS01] have proposed a photometric IBR in which

a virtualized object is represented with a few real images. However, the use of a lim-

ited number of images causes a problem, whereby the appearance of the object is not

faithfully reproduced because some parts of the object are interpolated linearly.

The second approach is inverse rendering. Producing a photorealistic image re-

quires the object geometry, reflectance properties and lighting effect in a scene to be

known. Several studies have been performed in the fields of computer vision and com-

puter graphics in order to estimate various types of information from images in scene

or objects. For example, for the estimation of object geometry from a sparse set of im-

ages, the photometric stereo method has been developed[BH85, Hor90, LR85, Pen82,

DM03], and many approaches have been developed for estimating the lighting effect

in a scene [HA93, RH01a, RH01b, RH02, SSI03]. In each of these methods, the en-

vironmental lighting condition in the scene is estimated for merging the virtual object

into the real world. Recent studies have focused on scene lighting estimation based

on spherical harmonics [RH01b, RH02], and the results of these studies have proven

that lighting condition estimation is useful for representing virtual objects in the real

world. Finally, approaches have also been proposed that can estimate object reflectance

properties[MTY01b, MTY01a, MTY02]. The present study focuses on the estimation

of object reflectance properties based on inverse rendering. This approach, which is

sometimes referred to as inverse reflectometry, reproduces the object shape and sur-

face reflectance properties. If the object surface reflectance properties are estimated

simultaneously, then the virtualized object can be rendered appropriately under vir-

tualized illumination conditions estimated from real environments [YDMH99, SSI99,

BRG92, IS91, KC94, LL99b, LL99a, LL95, SWI97, MTY01b, MTY01a, MTY02].

Such methods employ surface reflectance models with several parameters, and the

shape and color information of the object are used to estimate the reflectance param-

eters. The present study focuses on the estimation of object surface reflection in an

inverse rendering framework.

Generally, when light encounters an obstacle, it is either scattered or absorbed. The

2
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Figure 1.1. Inverse local rendering.

surface of the obstacle can be made up of different materials or media. In CG, such

an effect is referred to as local surface rendering. Object surface reflection consists

of both diffuse and specular components. The diffuse reflection component is easily

observed due to the omni-directional nature of this reflection. In contrast, the specular

reflection component can be observed only within a fixed range of angles with respect

to viewing position, light source, and object surface normal vector. In other words,

if the object geometry, object surface reflectance, light source direction, and viewing

direction are known, then the object surface can be photorealistically rendered using a

local illumination model. Therefore, in the case of estimating reflectance properties, if

the final rendered image, object geometry, viewing direction, and light source direction

are known, then the object reflectance properties can be obtained. This is referred to

as Inverse Local Rendering(Figure 1.1).

In a number of studies [BRG92, IS91, LL95] on Inverse Local Rendering, objects

are assumed to have a uniform reflectance property over the entire surface. Reflectance

parameters are estimated using the standard least-squares method to fit a reflectance

3



model to a given color image. Due to the above assumption, such methods cannot

be applied to objects that consist of several different materials and have non-uniform

reflectance properties. On the other hand, in order to treat non-uniform surface ob-

jects, some studies have used multiple images of an object under different lighting

conditions and have estimated reflectance parameters by solving simultaneous equa-

tions [KC94, LL99b, LL99a]. However, such methods still have a problem in that the

results are not stable, especially when the specular reflection component is very small.

Sato et al. [SWI97] developed a method by which to estimate non-uniform reflectance

properties. In their method, an object was placed on a robot arm, and was then mea-

sured with a CCD camera and a rangefinder from a large number of viewpoints by

rotating the robot arm. Reflectance parameters were stably acquired by decomposing

the surface reflection into two components based on the singular value decomposition

(SVD) technique. Although the method can be applied to objects with non-uniform

reflectance properties, the shape of object should be limited because it is difficult to

observe the specular reflection component over the entire surface. This is because the

lighting conditions for each pose of the object with respect to the camera cannot be

changed in this method.

The studies mentioned above focus on the local illumination framework which

deals with only the direct illumination. In the real world, surfaces usually exhibit

mutual illumination. Thus, the light that any particular surface receives may originate

from not only the light sources, but also from the rest of the environment, through

indirect illumination. For example, a wall in a room receives lighting effects from

other walls that are illuminated by the light sources. Therefore, when object surface

reflectance parameters are estimated, it is important to consider interreflections. As a

result, the incident radiance of an observed surface is a complex function of the light

sources, the geometry of the scene, and the undetermined reflectance properties of all

of the surfaces in the scene. Therefore, the incident radiances of the surfaces must

be estimated. This allows the reflectance properties of the surfaces in the scene to be

estimated via an iterative optimization procedure, which allows the incident radiances

to be re-estimated. This is referred to as Inverse Global Rendering(Figure 1.2).

In order to consider interreflections, it is important to employ a global illumination

model. The physically-based simulation of all light scattering in a synthetic model is

referred to as global illumination. The goal of global illumination is to simulate all of

4
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the reflections of light in a model and enable an accurate prediction of the intensity of

the light at any point in the model. The input to a global illumination simulation is a

description of the geometry and the materials, as well as the light sources. The global

illumination algorithm is used to compute how light leaving the light sources interacts

with the scene. Several global illumination algorithms have been developed[Kaj86,

ICG86, WCG87, Jen01], most of which are based on two major techniques:

� Point sampling (ray tracing)

� Finite elements (radiosity)

In addition, hybrid techniques exist that combine radiosity and ray tracing.

The ray tracing method is a point-sampling technique that traces infinitesimal beams

of light through a model. This approach can only handle mirror reflections/refractions

and direct illumination. Important effects, such as depth of field, motion blur, caustics,

indirect illumination, and glossy reflection cannot be computed. In order to simu-

late these effects, ray tracing has been extended with Monte Carlo methods[Coo86,
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CPC84, Kaj86], in which rays are distributed stochastically to account for all of the

light paths. However, Monte Carlo ray-tracing has a problem in that rendered im-

ages include some noise, and eliminating this noise requires a large number of sample

rays[Jen95, LW95, Shi91, VG95, VG97].

On the other hand, finite element radiosity techniques are an alternative to ray-

tracing methods, in which the equilibrium of the light exchange between surfaces in

a model is computed. This is done by subdividing the model into small patches that

can form a basis for the final light distribution. The lighting distribution is found by

solving a set of linear equations for the light exchange between all of the patches. this

technique can represent indirect illumination (interreflections). Recently, radiosity is

extended to handle more complex reflection models[ICG86, WCG87, SAW91, SCH93,

CSSD96, SSS00], but simple curved specular surfaces are still not handled properly.

The photon mapping method has also been recently developed. Photon mapping

changes the representation of the illumination. Instead of tightly coupling lighting

information with the geometry, the information is stored in a separate independent

data structure, the photon map[Jen01]. The photon map is constructed from photons

that are emitted from the light sources and are traced through the model. The photon

map contains information about all photon hits, and this information can be used to

efficiently render the model in a manner similar to that in which radiosity is used in

hybrid techniques. The decoupling of the photon map from the geometry is a signif-

icant advantage that not only simplifies the representation but also makes it possible

to use the structure to represent lighting in very complex models. The combination of

photon mapping and a Monte Carlo ray-tracing algorithm result in an algorithm that is

as general as pure Monte Carlo ray tracing, but that is significantly more efficient.

For the reflectance estimation problem, Fournier et al. [FGR93] originally devel-

oped a method for estimating surface reflectance properties using the radiosity method

in an indoor scene. This method assumes uniform reflectance on an object surface

and determines only the diffuse reflectance parameter. There have been a number of

attempts to estimate both the diffuse and specular reflectance properties of a room

[BG01, LDR00]. In these studies, however, all objects are also assumed to have uni-

form reflectance properties in the segmented region. Therefore, these algorithm cannot

be applied to an objects that have non-uniform surface reflectance properties. Yu et al.

[YDMH99] estimated the surface reflectance properties of a room from color and ge-
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ometry data considering both diffuse and specular interreflections based on inverse

global illumination rendering. They employed a hybrid rendering method that com-

bines radiosity and the Monte Carlo ray tracing method. Boivin et al. [BG01] have

also attempted to estimate the surface reflectance properties considering diffuse inter-

reflections. These methods assume that the surface of interest has uniform reflectance

properties. Therefore their algorithms cannot be applied to a non-uniform surface re-

flectance object.

The present study focuses on the estimation of non-uniform surface reflectance

properties based on the inverse rendering framework, as mentioned previously. First,

a method for estimating local surface reflectance properties is proposed. For this pur-

pose, optimum light positions are selected in order to observe both diffuse and specular

reflection on the object surfaces. By this process, both diffuse and specular compo-

nents at each surface point can be decomposed. Then, the object surface reflectance

properties are densely estimated based on Inverse Local Rendering. Specifically, the

Torrance-Sparrow model, which is the most popular local object surface reflectance

model and can represent physical phenomena, is employed. The proposed method

can estimate the object surface reflectance parameters at each point on the object

with results that are comparable to those of conventional methods[MTY01b, MTY01a,

MTY02].

Inverse Local Rendering can estimate the object surface reflectance properties based

only on the direct illumination effect. However, in the real world, objects have inter-

reflections. Therefore, the reflectance properties must be estimated considering inter-

reflections on the surface. In order to solve this problem, two estimation methods are

proposed. One is based on the radiosity rendering method and the Torrance-Sparrow

reflectance model, and the other is based on the photon mapping rendering method.

The former method can estimate diffuse reflectance parameter by calculating the in-

verse radiosity algorithm and the specular and surface roughness parameters by cal-

culating the inverse local reflectance model. The advantage of this method is that

diffuse interreflections can be considered[MY02b, MY02a, MYT03]. In the inverse

radiosity method, the influence of the specular interreflections remains. As a result,

this method cannot be applied to objects that have complex geometry and specular re-

flection. Moreover, although the diffuse reflectance parameter can be estimated based

on global illumination rendering, the specular reflectance and the surface roughness

7



parameter can only be estimated by local illumination rendering. Therefore, in order

to address the shortcomings of the inverse radiosity estimation method, the photon

mapping rendering method, which can also estimate diffuse reflectance, specular re-

flectance and the surface roughness parameters, was proposed. In this method, since

both diffuse and specular interreflections can be considered, the inverse photon map-

ping method is a more efficient estimation method compared to the conventional meth-

ods. In addition, because the photon mapping rendering method has recently been im-

plemented on graphics hardware (GPU)[PDC�03, PBMH02], real-time estimation of

the object reflectance parameters is desired.

Finally, in experiments, the three proposed methods are qualitatively and quanti-

tatively evaluated with reflectance parameter estimation and virtual relighting. These

three methods are compared, and Inverse Global Rendering is also shown to be use-

ful for estimating object surface reflectance properties. The radiosity method and the

photon mapping method can usually be applied to a closed environment. However,

the inverse radiosity and the inverse photon mapping are experimentally verified to be

applicable to an open environment, in which the influence of environmental light is

negligible.

The remainder of this thesis is structured as follows. Chapter 2 proposes a method

for effective observation of surface reflections. As described above, the object surface

reflection consists of two components: the diffuse reflection component, which is re-

flected by the light source omni-directionally, and the specular reflection component.

The specular reflection component can be observed only at a fixed angle according to

the object geometry, the light source direction, and the viewing direction. Due to their

nature, the specular reflectance properties of an object are difficult to densely estimate,

and thus usually require the assumption of uniform properties. In Chapter 2, the prob-

lem of how to observe both diffuse and specular reflection components at each surface

point is described.

The latter part of this thesis discusses how to estimate the object surface reflectance

properties. A previously obtained image, which consists of both diffuse and specular

reflection components densely, is used for estimating surface reflectance properties.

The object geometry is also obtained using a laser rangefinder. Basically, if the ob-

ject geometry, object texture, light source direction and viewing direction are known,

then the Inverse Rendering method can be used to find unknown surface reflectance
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parameters. For this purpose, three reflectance estimation methods are proposed.

Chapter 3 proposes a method for automatically estimating object surface reflectance

properties based on Inverse Local Rendering. The application of inverse rendering has

recently become widespread. In CG, a photorealistic image is rendered using a surface

reflectance model that can represent physical phenomena in the real world. In partic-

ular, color determination of object surface is calculated by local illumination model,

which can represent the influence of direct illumination. In Chapter 3, local surface

reflectance properties are estimated using the Torrance-Sparrow model as a local illu-

mination model without the assumption of uniform surface reflectance properties. The

effectiveness of this method is verified experimentally using a number of objects with

non-uniform surface reflectance properties.

Chapters 4 and 5 focus on Inverse Global Rendering. Inverse local rendering can

deal with only the influence of direct illumination. Due to this limitation, if an object

has interreflections, then the estimated reflectance parameters have some errors and

rendering the object photorealistically is difficult. In order to solve this problem, the

global illumination model, which can represent interreflections in the real world, is

employed. In Chapter 4, a radiosity rendering method is employed that can represent

diffuse interreflections. Using this method, inverse radiosity rendering can be used

to estimate non-uniform surface reflectance properties with interreflections. However,

radiosity rendering can represent only diffuse interreflections. Due to their nature,

specular interreflections cause some errors in estimated results. In Chapter 5, in order

to solve the problem of the inverse radiosity rendering method, a photon mapping

rendering method is employed. This rendering model can efficiently treat all influences

of lighting effects in the real world. Finally, experimental results are discussed using

uniform or non-uniform objects that have both diffuse and specular interreflections.

Finally, Chapter 6 presents the conclusions of primary importance obtained in this

study and discusses possible subjects for future research.
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Chapter 2

Dense Observation of Reflection

Components

2.1. Introduction

In this chapter, the optimum light positions are selected for observing both diffuse and

specular reflection components over the entire surface of an object. Because the dif-

fuse reflection component is observed omni-directionally on the surface, it is easy to

observe. On the other hand, the specular reflection component can be observed on only

a certain fixed area on the object surface. Therefore, several light sources located at

different positions are needed in order to observe the specular reflection component.

In other words, if the specular reflection component is not observed, the specular re-

flectance parameters cannot be estimated. Furthermore, the greater the number of light

sources used, the more images should be acquired. This results in a large computa-

tional cost. Therefore, it is important to determine the optimum light position so that

both diffuse and specular reflection components are observed densely with the mini-

mum cost.

Figure 2.1 shows a flow diagram of the light selection (A, B, C) and object sur-

face reflectance estimation (D) processes. This chapter focuses on the light selection

process. A laser rangefinder was used to obtain range and surface color images, and op-

timum light positions were then selected based on the object range image. The surface

reflectance estimation process (D) is described in the next chapter. The light selection

process consists of two processes: measurement of an object (A, C) and selection of
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A. Measurement

B. Selection of optimum positions of light sources

C. Measurement

D. Object surface reflectance estimation process

Range data

…Selected light position 1 Selected light position m

Surface texture image 1 Surface texture image m…

Object surface reflectance parameters

Figure 2.1. General flow diagram of surface reflectance mod-

eling examined herein.

light sources (B). The following presents an overview of the light selection process.

1. Measurement of 3D geometry and surface texture

The object shape is acquired using a laser rangefinder in a dark room. Multi-

ple surface texture images are also obtained under different light sources, the

positions of which are selected in process (B).

2. Preprocessing

Generally, a range image acquired by laser rangefinder contains some noises,

including quantization errors. Moreover, a normal vector cannot be correctly

calculated in the vicinity of discontinuities. Therefore, noises are removed and

quadratic surfaces are fit locally to the range image in order to acquire the normal

vector correctly.

3. Selection of light source

According to the object shape and the position of the camera, multiple light

12



Figure 2.2. 3D-digitizer and object range and texture images.

positions are selected from among a number of possible light source positions in

order to measure both diffuse and specular reflection components densely on the

object surface.

The following sections describe the optimum light position selection method in detail.

2.2. 3D measurement of an object

A laser rangefinder (Cyberware 3030RGB) with point light sources at known positions

and a camera were used to acquire range and surface color images of an object located

in a dark room, as shown in Figure 2.2. This system can simultaneously obtain regis-

tered range and surface color texture images by rotating the rangefinder and the camera

around the object. Figure 2.3 shows a the device as viewed from above. The camera

is located at $� and a texture image is acquired through mirrors located at $� and

$�. Thus, the camera is assumed to be virtually located at $�. The camera is directed

toward the center of rotation.

The specifications of the rangefinder are listed in Table 2.2. The coordinates system

of the texture and the range image are also shown in Figure 2.4. Here, % is the distance

from the center of rotation to the object surface. The vertical axis � indicates the object

height, and the horizontal axis � indicates the rotation angle from the original position.
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Laser rangefinder

Center of rotation
Camera
X1

X3 Virtual camera

X2

X4

Figure 2.3. Direction of the camera in the laser rangefinder.

Table 2.1. Specifications of the Cyberware laser rangefinder.
Image size (W�H) 512�450

Vertical resolution (mm) 0.56

Horizontal resolution (degrees) 0.7

Color resolution 8-bit

Range resolution 8-bit

h

θ

R

Object Cylindrical range image

Figure 2.4. Coordinate system of the Cyberware laser rangefinder.
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2.3. Preprocessing

Generally, the noise and quantization errors are included in the range image acquired

using the laser rangefinder. Another problem is that the surface normal is not calculated

accurately around the discontinuity in the range image. Therefore, an adaptive local

quadratic surface fitting [YL89] is employed as a preprocessing.

First, a 5�5 median filter is applied to the range image to remove the noise (out-

liers). Second, the quadratic surface is locally fitted with the range image. The range

image obtained using the Cyberware laser rangefinder is expressed in cylindrical co-

ordinates, as mentioned earlier. The 3D position �	�
 	�
 	�� at each point of the range

image is given as:

�	�
 	�
 	�� � �����
 �� 	
����
��
����
 �� �
	���� (2.1)

� ���
 ��
 (2.2)

where �, �, and � are the distance from the center of rotation, the angle of rotation, and

the height along the rotation axis, respectively.

The unit normal vector is given as follows:

� �
�� � ��

	�� � ��	
(2.3)

�
��

��� � �� � �����

���� 	
����� � �
	���
����
��� �
	��� � � 	
�����
 (2.4)

where �� and �� are gradient components of the range image ���
 ��. This gradient is

analytically computed using the following local quadratic surface fit:

����
 �� � &�� � '�� � (��� !�� )�� #
 (2.5)

��� � �&�� (�� !
 (2.6)

��� � �'�� (�� )* (2.7)

Coefficients & � # are determined by minimizing the following equation using the

range data ���
 �� and Equation (2.5):

)����
 �� �
��

����

��
����

����� �
 �� ��� ����� �
 �� ����
 (2.8)
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(s,t)

possible windows

Figure 2.5. Local surface fitting using possible windows.

where � and � are local coordinates in a ��� window. In the present approach, selected

local quadratic surface fit is achieved using the Yokoya-Levine operator [YL89]. Using

a � � � window, the best window is selected from among 25 possible windows that

include the point ��
 �� in order to estimate the coefficients & � # at ��
 �� (See Figure

2.5). The best window provides the minimum fitting error in Equation (2.8).
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2.4. Selection of light source positions based on the re-

flectance model

Here, the problem of determining the light source positions for effectively observing

both the diffuse and specular reflection components on an object surface is addressed.

In the present experimental setup, multiple positions of a light source are determined

among 60 possible positions prepared around the laser rangefinder. These positions are

arranged two-dimensionally at 5-cm intervals, as shown in Figure 2.6. After optimum

light positions are selected, a single light source is attached at the selected positions in

turn so that brightness calibration among multiple lights is not needed. Note that the

camera position is calibrated in advance by measuring a calibration box of known size.

The position of a light source is also calibrated based on the distance from the center

of rotation in global coordinates. In addition, the influence of environmental light can

be ignored because the object is measured in a dark room.

Let �� be a color image that is to be obtained with a possible light position � �� �

�
 
 
 
 
 ��� and that consists of � pixels ����
 
 
 
 
 ����, where ��� is a color intensity

corresponding to the surface point �. Also, let �� be the number of pixels that include

only the diffuse reflection component in ��, and let �� be the number of pixels that

include the strong specular reflection in ��.

First, the following conditions are examined for each pixel in the object surface

texture under each light position �:

� Measurability of light reflection

� Measurability of only diffuse reflection

� Measurability of strong specular reflection

Second, light positions � and � that satisfy �� � �&����
 
 
 
 
���� and �� �

�&����
 
 
 
 
 ���� are selected. In the next light source position selection, a posi-

tion that satisfies the same conditions is selected from among the remaining possible

positions. Then, � light positions are selected to densely estimate reflectance param-

eters. The selection of light positions is repeated until almost all of the pixels have

been observed once for the diffuse reflection component only and twice for the strong

specular reflection component.
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Laser rangefinder

Possible light position

Figure 2.6. Multiple possible light source positions.

Next, the threshold ���, i.e., the ratio of the measurability of the diffuse reflec-

tion component to that of the strong specular reflection component, is introduced as

a means of determining when to stop the process of selecting light positions. With

respect to determining the threshold ���, the ratio of measurability of the specular re-

flection is judged at all possible positions. This ratio indicates the limit for measuring

the specular reflection component. Using this threshold, the light selection process

can be terminated in the case that the ratio of measurability of the specular reflection

component cannot be increased further, even if the number of light source positions is

increased. Thus, the reflectance parameters can be estimated efficiently for almost the

entire object surface using a limited number of texture images. In the following, after

presenting the surface reflection model used in the present study, the three measurabil-

ity conditions mentioned above are described in detail.

2.4.1 Torrance-Sparrow model

Selecting the optimum light positions from among the possible light positions requires

judgment as to whether a pixel in the image taken by a laser rangefinder has each reflec-

tion component. This requires a surface reflection model that represents the properties

of both diffuse and specular reflection components. The reflection model describes

the direction of reflection from a light source based on object geometry, viewing di-

rection and light source direction. If these parameters are known, each pixel in the

image can be judged as to whether it has both reflection components. In this chap-
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ter, the Torrance-Sparrow model [TS67] is used to represent local surface reflections

physically. The Torrance-Sparrow model is given as:

�� �
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where �� represents an observed intensity corresponding to the surface point �, ��� and

��� denote the diffuse and specular reflection components, respectively, , is an atten-

uation coefficient related to the distance between a point light source and an object

surface point, and + represents the strength of a light source. In addition, ���, ���

and �� are the diffuse reflectance parameter, specular reflectance parameter, and sur-

face roughness parameter, respectively, which is the standard deviation of a Gaussian

distribution, respectively, ��� is the angle between light source vector �� and surface

normal vector ��, ��� is the angle between viewing vector �� and surface normal

vector��, and ��� is the angle between surface normal vector�� and half vector��.

Note that half vector �� is the vector located halfway between light vector �� and

viewing vector ��, and is given by Equation (2.16). All vectors are unit vectors. Fig-

ure 2.7 illustrates the geometry for this model. The angle ��� is used to judge whether

the specular reflection occurs.

In the case of using a color image, ��, ���, ���, ��� and ��� consist of RGB chan-

nels, and the model is applied to each channel independently. In order to estimate

reflectance parameters ���, ��� and �� using this model, it is necessary to obtain the

other parameters, i.e., ��, , , + , ��, �� and��, at each point on the object surface.

Dense and independent estimation for non-uniform surface reflectance parameters

requires observation of each surface point � under at least three different lighting

conditions: one lighting condition for determining the unknown parameter � ��, and
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the other two lighting conditions for acquiring the remaining two unknown parame-

ters ��� and ��. The selection of the optimum positions of the light source in Fig-

ure 2.1(B) is repeated until almost all of the pixels satisfy the three different lighting

conditions[MTY01b]. As a result of this process, a certain number of light positions,

say � (as described previously), are selected in order to densely observe both diffuse

and specular reflection components.

A texture image is obtained with a selected light position � �� � �
 
 
 
 
�� and

consists of � pixels ����
 
 
 
 
 ����, where ��� is the color intensity of surface point �.
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Light source
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dθ Range for observing
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(a) Diffuse reflection
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Viewing
vector V

Light source
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Normal
vector N
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vector R

Range for observing
the specular reflection

(b) Specular reflection

Figure 2.7. Diffuse and Specular reflection on an object surface.
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2.4.2 Measurability of light reflection

In order to measure the light reflection at a specific point � on the object surface, the

surface point must be observable from the camera position and the light must illuminate

the surface point. Thus, the positional relationship among the camera, the point and

the light source must satisfy the following conditions.

��� 
��� - �
 ���� 
��� - �
 (2.17)

where ��, ���, and �� are the viewing direction, the light source direction, and the

surface normal corresponding to the surface point �, respectively. Note that the view-

ing direction�� and the surface normal�� are independent of the light source position

�.

Even when the above equations are both satisfied, the possibility exists that a

shadow is cast on the pixel. Figure 2.8 illustrates such a case. In this case, the pixel

must not be used for estimating reflectance parameters. Whether a surface point � is

covered by a shadow cast by light source � can be judged as follows:

Let �	�
 	�
 	�� be the coordinates of the point 	 on the object surface, and let

���
 ��
 ��� be the coordinates of the possible light position �. Then, there exists a

bounding box that is surrounded by the maximum and minimum values on each of

the �, 
, and � axes of positions � and 	, as shown in Figure 2.8. Here, all polygons

that make up the object surface are assumed to be small enough to be covered by the

bounding box. Then, determining whether or not a shadow is cast over 	 requires an

examination to determine whether any polygon that contains a vertex inside the bound-

ing box intersects with the line segment that connects 	 and �. Therefore, for all the

points inside of the bounding box, the following test is performed [FvDFH93].

Let � be a point that is found to be included in the bounding box, and let ���
 ��
 ���

be the coordinates of this point. If � lies on a surface polygon of which the normal

vector is ���
 ��
 ���, then the polygon and the line segment that connects � and 	 are

given, respectively, by the following equations:
����
���
����� ��� � ���
 � ��� � ���� � ��� � �


� �
�� 	�
�� � 	�

�

 � 	�
�� � 	�

�
� � 	�
�� � 	�

*
(2.18)

The intersection of the plane and the light segment, i.e., the point �, can be obtained
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Figure 2.8. Detection of a self-shadow.

by solving Equation (2.18) for �, where � is defined as follows:

� �
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(2.19)

where �� is the vector from the point � to the surface point 	, and �� is the vector

from the light position � to the surface point 	. If � satisfies � � � � � and the point

� lies on the polygon that includes �, the line segment of Equation (2.18) is judged to

cross the object.
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2.4.3 Measurability of diffuse reflection only

When the pixel at surface point � exhibits only diffuse reflection, the half vector ���

satisfies the following equation:

��� � (	������ 
���� - ����
 (2.20)

where ���� is the threshold angle between �� and ���. Equation (2.20) implies that

only the diffuse reflection component is observed if ��� is greater than ���� as illustrated

in Figure 4.13. When this condition stands and the pixel is not in a shadow, then the

pixel is judged to have diffuse reflection only and is counted in ��.

2.4.4 Measurability of strong specular reflection

When the pixel at surface point � exhibits strong specular reflection, the half vector

��� satisfies the following equation:

��� � (	������ 
���� � ����
 (2.21)

where ���� is the threshold angle between �� and ���. Equation (2.21) implies that

both the diffuse and specular reflection components are observed if ��� is smaller than

����, as illustrated in Figure 2.10. The above condition is based on the fact that specular

reflection is observed strongly in a limited viewing angle range. When this condition

stands and the pixel is not in a shadow, then the pixel is judged to have strong specular

reflection and is counted in ��.
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Figure 2.9. Observation of only the diffuse reflection component.
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Figure 2.10. Observation of only the specular reflection component.
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(a) Object A (b) Object B

(c) Object C (d) Object D

Figure 2.11. Four objects used in the experiment.

2.5. Experimental results

Next, the efficient selection of optimum light positions from a dense set of possible

light positions is demonstrated experimentally. The actual measurability of both dif-

fuse and specular reflection components on test objects are shown. Four objects are

used in these experiments (Figure 2.11). Objects A and B have non-uniform reflectance

properties with respect to both diffuse and specular reflection and have comparatively

complicated geometries. These objects are mainly used to verify that the proposed

methods can estimate n object with non-uniform reflectance properties (Chapter 3)

and can eliminate the influence of interreflections (Chapter 4). Objects C and D have

non-uniform diffuse reflectance and uniform specular reflectance properties. These

objects are also mainly used to verify that the proposed methods can eliminate both

diffuse and specular interreflections (Chapter 5). According to Ward et al.[War92], the
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strong specular component can be observed within 20 degrees around the half vector

�. Therefore, the thresholds ���� � ���, ���� � ���, and ��� � ��� are fixed. In

addition, a PC (CPU: 3.06 GHz, Memory: 1 GB) is used in all of the experiments.

Figures 2.12 � 2.15 illustrate the measurability of both reflection components with

respect to the number of light sources for Objects A�D. The vertical axis indicates the

measurability of the diffuse or specular reflection component, and the horizontal axis

indicates the number of selected light sources in the proposed light selection algorithm.

Note that the horizontal axis only extends to 20 because these graphs do not change

even if all 60 possible positions are used. In each of these figures, (a) shows the rela-

tionship between the number of selected light positions and the ratio of measurability

of the diffuse reflection component. For example, in Figure 2.12(a), when the num-

ber of selected light source positions is five, the ratio of measurability of the diffuse

reflection component is ����. Moreover, (b) in each of these figure shows the rela-

tionship between the number of selected light positions and the ratio of measurability

of the specular reflection component. For example, even when Object A is measured at

all possible positions, the ratio of measurability of the specular reflection component

is ��*���. In the proposed method, the ratio of measurability of the specular reflec-

tion component is ��*��� with 12 automatically selected light source positions. The

measurability of both reflection components and the number of selected light sources

for estimating the reflectance parameters of Objects A, B, C and D are summarized in

Table 2.2. The number in brackets indicates the number of selected light source posi-

tions required to estimate the diffuse reflectance parameter. This table also compares

the proposed light selection method and the case of using all possible positions with

respect to the measurability of the specular reflection component. The specular reflec-

tion component is shown to be observed in all objects by efficiently using a limited

number of light source positions compared to using all 60 possible positions.
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(a) Possibility of estimating the diffuse reflectance parameter
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(b) Possibility of estimating the specular reflectance and the surface

roughness parameters

Figure 2.12. Measurability of both reflection components for Object A.
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(b) Possibility of estimating the specular reflectance and the surface

roughness parameters

Figure 2.13. Measurability of both reflection components for Object B.

29



0

10

20

30

40

50

60

70

80

90

100

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Number of selected light source positions

R
at

io
 o

f 
m

ea
su

ra
bi

li
ty

 o
f

di
ff

us
e 

re
fl

ec
ta

nc
e 

pa
ra

m
et

er

(a) Possibility of estimating the diffuse reflectance parameter

0

10

20

30

40

50

60

70

80

90

100

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Number of selected light source positions

R
at

io
 o

f 
m

ea
su

ra
bi

lit
y 

of
sp

ec
ul

ar
 r

ef
le

ct
an

ce
 a

nd
su

rf
ac

e 
ro

ug
hn

es
s

pa
ra

m
et

er
s

(b) Possibility of estimating the specular reflectance and the surface

roughness parameters

Figure 2.14. Measurability of both reflection components for Object C.
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(b) Possibility of estimating the specular reflectance and the surface

roughness parameters

Figure 2.15. Measurability of both reflection components for Object D.
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Table 2.2. Measurability of both reflection components and the number of selected

light sources for estimating the reflectance parameters of Objects A, B, C and D.

Measurement object Object A Object B Object C Object D

Number of selected light positions 12(5) 14(4) 10(3) 9(4)

Diffuse reflection component 100.0% 100.0% 100.0% 100%

Specular reflection component

(present method) 83.46% 91.02% 89.17% 91.72%

Specular reflection component

(with 60 light positions) 83.52% 93.56% 91.27% 94.90%

2.6. Conclusions

In this chapter, an optimum light position selection method for densely observing both

diffuse and specular reflection components on an object surface was proposed. In

the present approach, multiple light source positions around the laser rangefinder are

automatically selected based on the object geometry, so that diffuse and specular re-

flection components are observed densely. Since both reflection components must be

observed at each object point for non-uniform surface reflectance estimation, the pro-

posed method can be used for this purpose. Experiments have shown that the proposed

method is useful for observing both reflection components densely. Dense observation

of both diffuse and specular reflection components was verified for the four objects

used in the experiments. However, specular reflection components can not be observed

over the entire surface of an object, through either the proposed method or using all

possible light positions. In order to address this problem, in the future, the proposed

method will be improved by employing a light planning operation, such as those de-

scribed in [WF91, LLSS03]. The following chapter describes the estimation of object

surface reflectance properties based on the proposed optimum light selection method.
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Chapter 3

Inverse Local Rendering for Dense

Reflectometry Estimation

3.1. Introduction

In this chapter, the estimation of surface reflectance properties is described based on

the registered range and color images taken by a laser rangefinder with selected light

positions in the previous chapter. In the previous chapter, color images are obtained

that include both diffuse and specular reflection components densely on the object

surface. The surface reflectance properties are estimated using these color images

and the object geometry, and these properties are specifically fit to the local rendering

model. The Torrance-Sparrow model [TS67] described in Chapter 2 is used as the

local rendering model. In other words, inverse local rendering is performed for the

data obtained in previous chapter. Recall that the Torrance-Sparrow model is given as:

�� �
+

,�
���� �
	 ��� �

���

�
	 ���
)����

����
����

��
 (3.1)

where � denotes the surface point, �� represents an observed intensity, , is an atten-

uation coefficient concerning the distance between a point light source and an object

surface point, and + represents the strength of a light source. In addition, ���, ���

and �� are the diffuse reflectance, the specular reflectance and the surface roughness

parameters, respectively, and ��� is the angle between a light source vector and a sur-

face normal vector, ��� is the angle between a viewing vector and a surface normal
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vector, and ��� is the angle between a surface normal vector and a half vector. Note

that the half vector is located halfway between the light vector and the viewing vector.

Here, ��� is used to judge whether or not specular reflection occurs. The following

section describes how to estimate the object surface reflectance properties densely us-

ing the Torrance-Sparrow model. Note that the Torrance-Sparrow model supports both

non-metal and heterogeneous dielectric materials, and cannot be used to estimate the

object surface reflectance properties for metallic materials. In addition, although the

Torrance-Sparrow model supports the Fresnel component, the Fresnel component is

ignored because the object is assumed to be opaque. Moreover, mirror-finish material

is not supported. Thus, the proposed estimation method using the Torrance-Sparrow

model cannot deal with metallic materials, opaque materials, or mirror-finish materials.

3.2. Estimation of surface reflectance parameters

After the positions of the light sources are determined as described in Chapter 2, multi-

ple color images are taken under different lighting conditions. Figure 3.1 shows a flow

diagram of surface reflectance modeling. The proposed process consists of the four

parts in Figure 2.1: measurement of an object and preprocessing (A, C), selection of a

light source (B) (as described in Chapter 2), and estimation of reflectance parameters

(D). In the estimation process (D), non-uniform reflectance parameters are estimated

by substituting the object shape and textures under selected illumination conditions

into the surface color reflection model. Throughout this chapter, it is assumed that

there are no interreflections on the object surface.

Let ����	

 be a set of pixels that include only the diffuse reflection component with

possible light position �, as well as � pixels ������
 
 
 
 
 ������, where ����� denotes the

color intensity corresponding to the surface point �. If it is judged that ����� does not

consist of only the diffuse reflection component, then ����� � �. Let ���
��� be a set

of pixels that include the specular reflection component strongly, as well as � pixels

����
�
 
 
 
 
 ���
��, where ���
� denotes the color intensity on the object surface point �.

If it is judged that ���
� does not include the strong specular reflection component, then

���
� � �. In addition, ��	

 denotes a pixel containing only the diffuse reflection com-

ponent, and ����� denotes a pixel that contains a strong specular reflection component.

Moreover, ����� denotes a pixel that is classified as being neither ��	

 nor �����. Each
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Range data m surface texture images

Diffuse reflectance parameter

(a) Estimation of diffuse reflectance parameter

(b) Estimation of specular reflectance and 
surface roughness parameters

Specular reflectance and the surface roughness parameter

Figure 3.1. Flow diagram of inverse local rendering for surface reflectance

modeling.

pixel is classified as belonging to either ��	

 , ����� or �����.

3.2.1 Estimation of diffuse reflectance parameter

The estimation process is performed at each point on the object surface. Pixels in

multiple images corresponding to the object surface are used, as shown in Figure 3.2.

The diffuse reflectance parameter ��� at surface point � is estimated by solving the

following equation from Equation (2.11).

����� �
+

,�
��� �
	 ���
 (3.2)

��� �
,������
+ �
	 ���


 (3.3)

where ����� is the value of the pixel at surface point � in the image �����, and �
	 ���

is calculated from surface normal vector �� and light source vector ���. In order

to obtain the most reliable estimation, the pixel having the smallest angle ��� that is

greater than ���� is selected.
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Figure 3.2. Point on the Object in multiple texture images.

3.2.2 Estimation of specular reflectance and surface roughness pa-

rameters

The specular reflectance parameter ��� and the surface roughness parameter �� at sur-

face point � are also estimated by solving Equation (2.12) with ��, ���, �� and the

value of the specular reflection component that is extracted from pixels ���
� and ���
�
in images ���
��� and ���
���. In order to obtain the most reliable estimation, either the

pixels having the smallest angle ���, or those having the second smallest angle ��� that

are smaller than ����, are selected.

First, the diffuse reflection component is computed with the diffuse reflectance

parameter ���, estimated above, and Equation (2.11). Next, the specular reflection

component is extracted by subtracting the diffuse reflection component from Equation

(2.10).

��
� ����� � ���
� � �����

����� � ���
� � �����
(3.4)

Finally, the specular reflectance and surface roughness parameters are obtained by
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Subject pixel

Figure 3.3. A window for linearly interpolating undetermined pixels.

solving Equation (2.12).
��
� ����� �
	 ��� � ��� 
 )���������.��

�
��

����� �
	 ��� � ��� 
 )��������.��
�
��

(3.5)

Equation (2.12) cannot be solved for pixels at which strong specular reflection is

observed less than twice. In such cases, the specular reflectance and surface roughness

parameters are obtained using a linear-interpolation method within a / �/ window

(Figure 3.3).

37



3.3. Experimental results

In order to verify the proposed method, experiments were carried out to densely esti-

mate the reflectance parameters of Objects A � D, shown in Figure 2.11. Note that

with respect to the window size used in interpolation method, / � � is fixed.

3.3.1 Estimated reflectance parameters

Estimated parameters for the objects are shown in Figures 3.4�3.7, where the param-

eter values are represented by color or intensity in cylindrical coordinates. The diffuse

reflectance parameter estimated over the object surface is shown in (a) in each figure.

The specular reflectance and surface roughness parameters are shown in (b) and (c),

respectively, in each figure. Note that in each figure (c) is illustrated in gray scale, in

which the largest value is represented as white. This image indicates that the smaller

the value, the smoother the object surface. In addition, (d) in each figure illustrates

the ratio of pixels at which the specular reflectance and surface roughness parameters

can be computed. The black area indicates the area in which neither parameter can be

directly estimated.

In Figure 3.4, the specular reflectance and surface roughness parameters of the

beak and leg of the object clearly differ from those of the other areas. Actually, the

beak and legs are highly reflective, as can be seen in Figure 2.11(a). In Figure 3.5, the

reflectance parameters of Object B, having a more complex geometry, are estimated.

This figure shows that some parts have the diffuse reflection component and other

parts have the specular reflection component, as is the case for Object A. These results

verify that non-uniform surface reflectance properties can be observed efficiently using

the proposed light selection method.

Objects C and D also have specular reflection components. These objects actu-

ally have uniform specular reflectance and surface roughness parameters, as can be

observed in Figure 2.11(c) and (d). These observations can be confirmed from Figures

3.6 (b) and (c) and 3.7 (b) and (c).

These results also show that uniform of non-uniform specular reflectance and sur-

face roughness parameters are estimated without interpolation for more than nearly

��� of the surface.
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(a) Diffuse reflectance parameter ����

(b) Specular reflectance parameter ����

(c) Surface roughness parameter ����

(d) Observation area for specular reflection

Figure 3.4. Estimated reflectance parameters for Object A.
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(a) Diffuse reflectance parameter ����

(b) Specular reflectance parameter ����

(c) Surface roughness parameter ����

(d) Observation area for specular reflection

Figure 3.5. Estimated reflectance parameters for Object B.
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(a) Diffuse reflectance parameter ����

(b) Specular reflectance parameter ����

(c) Surface roughness parameter ����

(d) Observation area for specular reflection

Figure 3.6. Estimated reflectance parameters for Object C.
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(a) Diffuse reflectance parameter ����

(b) Specular reflectance parameter ����

(c) Surface roughness parameter ����

(d) Observation area for specular reflection

Figure 3.7. Estimated reflectance parameters for Object D.
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Figure 3.8. Rendering results for Object A with the Torrance-Sparrow model.

Figure 3.9. Rendering results for Object B with the Torrance-Sparrow model.

3.3.2 Rendering results with the Torrance-Sparrow model

Finally, the virtual re-lighting of virtualized objects is demonstrated. Figures 3.8 �

3.11 show the rendering of virtualized Objects A, B, C and D under a virtual lighting

condition. A virtual light source is fixed at (0.0, 0.0, 300.0), and the origin of the

coordinate system is located at the center of the object. Rotation is around the vertical

axis of each object. Figure 3.8� 3.11 contains six views around the virtualized objects.

Each result shows the potential usefulness of the proposed method, although some

spike noises are present due to sensor error in the range data. These results qualitatively

show the effectiveness of the proposed surface reflectance modeling method.

43



Figure 3.10. Rendering results for Object C with the Torrance-Sparrow model.

Figure 3.11. Rendering results for Object D with the Torrance-Sparrow model.

3.4. Discussion

In this chapter, non-uniform object surface reflectance properties were densely esti-

mated using a local illumination model (Torrance-Sparrow model). As described in

Chapter 2, because the local illumination model considers only the direct illumination

effect on the object surface, errors may exist if interreflections occur. In this section,

the degree to which errors due to the influence of interreflections affect the proposed

method.

In this experiment, Object E, shown in Figure 3.12, which is separated into Regions

I and II, was used. Two setups were examined. In the first setup, the same white

paper having a uniform diffuse reflectance surface is pasted to both regions (Setup

1). In the second setup, the same glossy paper having a uniform reflectance surface

is pasted up to both regions (Setup 2). In both setups, Object E was placed on the

table obliquely, as shown in Figure 3.13, so that the influence of interreflections could

be observed. If interreflections occur, it is expected that the estimated value in the

inverse local rendering method will exhibit incorrect results in this area. The results

for diffuse (Setup 1) and specular (Setup 2) surfaces are shown in Figures 3.14 and

3.15, respectively. Each graph represents the RGB channels of the diffuse reflectance

parameter estimated in both setups. The horizontal axis in the graphs indicates the

position of the surface point in the vertical direction of Object E, and the vertical axis

indicates the average diffuse reflectance parameter in the horizontal direction of the

44



Region I

Region II

Figure 3.12. An object with interreflections (Object E).

Laser rangefinder
Object E

Figure 3.13. Position of Object E in the experiment.

object. As shown in Figure 3.14, the diffuse reflectance parameters estimated using

the present method are large around the boundary between regions 0 and 1. Moreover,

the influence of interreflections also remains in the glossy surface, as is noticeable

in Figure 3.15, because interreflections due to the specular reflection also occur at

the boundary between Regions I and II in the second setup. In this experiment, the

influence of interreflections is actually observed to cause errors in estimation of the

object surface reflectance properties.
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(a) R channel
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(b) G channel
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(c) B channel

Figure 3.14. Estimated diffuse reflectance parameter in Experimental Setup 1.
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(c) B channel

Figure 3.15. Estimated diffuse reflectance parameter in Experimental Setup 2.
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3.5. Conclusions

In this chapter, a method was proposed for densely estimating non-uniform reflectance

properties for almost the entire object surface using the laser rangefinder for virtual-

izing real objects. In the proposed approach, multiple light source positions around

the laser rangefinder were automatically selected, as described in Chapter 2, so that

the diffuse and specular reflection components are observed densely. The experiments

revealed that the proposed method is useful for estimating the reflectance parameters

of objects that exhibit non-uniform surface reflectance. However, some errors remain

due to both diffuse and specular interreflections. The following chapters will address

this problem by employing global illumination models.
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Chapter 4

Inverse Radiosity for Dense

Reflectometry Estimation

4.1. Introduction

Most real object surfaces exhibit specular as well as diffuse reflection. Recovering

both diffuse and specular reflectance models simultaneously in a mutual illumination

environment is complicated. This chapter describes the reflectance estimation method

using radiosity [ICG86] in order to consider interreflections. The radiosity rendering

method considers and renders the effect of diffuse interreflections. Hence, inverse

radiosity rendering can estimate surface reflectance parameters without the influence

of diffuse interreflections. Note that, in this chapter, interreflections are assumed to be

influenced by only the diffuse reflection component, and not by the specular reflection

component. In the proposed method, pixels that were judged in Chapter 2 to have only

the diffuse reflection component are used in the estimation of the diffuse reflectance

parameter considering diffuse interreflections. In other words, the situation can be

simplified such that the surface has only diffuse reflection components. In this case,

the global illumination problem is simplified considerably and can be treated in the

radiosity framework.
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4.2. Radiosity rendering method

In most shading algorithms (i.e. the Torrance-Sparrow model), light sources have al-

ways been treated separately from the surfaces they illuminate. In contrast, radiosity

methods [ICG86] allow any surface to emit light, and so all light sources are modeled

inherently as having area. In the radiosity method, the environment is broken up into

a finite number � of discrete patches, each of which is assumed to be of finite size,

emitting and reflecting light uniformly over its entire area. If each patch is considered

to be an opaque Lambertian diffuse emitter and reflector, then, for surface �,

�� � �� � ���

��
���

�����

��

��


 (4.1)
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 (4.2)

where �� and ���� � �
 � � �� are the radiosities of patches � and �, respectively,

measured in energy/unit time/unit area (i.e., /.��). Note that � is the number of

object patches. �� is the rate at which light is emitted from patch � and has the same

units as radiosity. ��� is the reflectivity of patch � and is dimensionless.

In addition, ��� is called the dimensionless form factor, which specifies the fraction

of energy leaving the entirety of patch � that arrives at the entirety of patch �, taking

into account the shape and relative orientation of both patches and the presence of any

obstructing patches (See, Figure 4.1), �� and �� are the areas of patches � and �,

respectively, �� is the angle that the ray makes with the normal 4� of ��, �� is the

angle that the ray makes with the normal 4� of ��, and � is the length of the ray.

Moreover, 3�� is either 1 or 0, depending on whether !�� is visible from !��.

Figure 4.1 shows that the form factor from differential area !�� to differential area

!�� is

!��� �
�
	 �� �
	 ��

2��
3��!��* (4.3)

Determining ��� , the form factor from differential area !�� to finite area ��, requires

integration over the area of patch � as follows:

!��� �
�
��

�
	 �� �
	 ��
2��

3��!��* (4.4)

Finally, the form factor represented as Equation (4.2) from�� to �� is the area average

of Equation (4.4).
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Figure 4.1. Computing the form factor between a patch and a differential area.

Equation (4.1) states that the energy leaving a unit area of surface is the sum of

the light emitted plus the light reflected. The reflected light is computed by scaling the

sum of the incident light by the reflectivity. The incident light is in turn the sum of the

light leaving the entirety of each patch in the environment scaled by the fraction of that

light reaching a unit area of the receiving patch. Here, ����� represents the amount

of light leaving a unit area of �� that reaches all of ��. Therefore, multiplication by

the area ratio ��.�� is necessary in order to determine the light leaving all of �� that

reaches a unit area of ��.

Conveniently, the following simple reciprocity relationship holds between form

factors in diffuse environments:

����� � �����* (4.5)

Thus, Equation (4.1) can be simplified to yield

�� � �� � ���

��
���

�����* (4.6)
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This equation is referred to as the radiosity equation. In this equation, the form fac-

tor ��� is required. A number of studies have been developed for calculating form

factor. Cohen et al. [CG85] adapted an image-precision visible-surface algorithm to

efficiently approximate form factors for occluded surfaces. Nusselt [SH81] has shown

that computing a form factor ��� is equivalent to projecting those parts of �� that are

visible from !�� onto a unit hemisphere centered about !��, projecting this projected

area orthographically down onto the unit circle base of the hemisphere, and dividing by

the area of the circle (See, Figure 4.2). Projection onto the unit hemisphere accounts

for �
	 ��.�� in Equation (4.4). Projection down onto the base corresponds to multi-

plication by �
	 ��. Finally, division by the area of the unit circle accounts for 2 in the

denominator. Cohen et al.[CGIB86] also developed an efficient image-precision algo-

rithm that projects patch � onto the upper half of a cube centered about !��, with the

top of the cube being parallel to the surface (Figure 4.3). Each face of this hemicube is

divided into a number of equal-sized square cells. All of the other patches are clipped

to the view-volume frusta defined by the center of the cube and each of its upper five

faces, and each of the clipped patches is then projected onto the appropriate face of the

hemicube.
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Figure 4.2. Hemisphere method for efficient calculation of form factor.
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Figure 4.3. Hemicube method improving the hemisphere method.
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4.3. Estimation of surface reflectance parameters con-

sidering diffuse interreflections

Since in the present study, the object is measured in a dark room, the influence of

environmental light can be ignored. In other words, the form factor between each

patch of the object and the wall of the dark room need not be calculated.

Recall that Figure 2.1 shows a general flow diagram of the estimation of surface

reflectance properties by the proposed method. The proposed method consists of four

parts. The first three processes (A, B and C) have already been described in Chapter

2, and involve the measurement of an object (A and C), and the selection of a light

source (B), respectively. In this chapter, process (D) involves inverse radiosity render-

ing for estimating the diffuse reflectance parameter and the estimation of the specular

reflectance and surface roughness parameters using the Torrance-Sparrow model.

Multiple texture images are obtained with selected optimum light positions as de-

scribed in Chapter 2. Each pixel is also classified into one of three types: ��	

 , �����
or �����. ��	

 indicates a pixel containing only the diffuse reflection component, and

����� indicates a pixel containing a strong specular reflection component. In addition,

����� indicates a pixel that is classified as neither ��	

 nor ����� and that is not used to

estimate reflectance parameters.

4.3.1 Estimation of diffuse reflectance parameter based on radios-

ity

Figure 4.4 shows the details of the inverse radiosity rendering method. The proposed

method has three processes. In the proposed method, the hemicube method [CGIB86]

can be used for calculating the form factor ��� because the object shape has already

been measured by laser rangefinder. Since the range and texture images are registered

at each pixel, the radiosity �� of patch � is calculated based on the sum of the values

of the pixels that correspond to patch �. Here, ��� represents the diffuse reflectance

parameter on patch �. Then, the diffuse reflectance parameter ��� is determined as

follows:

��� �
�� � ��	�
��������


 (4.7)
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(b) Estimation of diffuse reflectance parameter based on  
inverse radiosity rendering

Range data m surface texture images

Diffuse reflectance parameter
without an influence of interreflections

(a) Calculation of form factor of object

(c) Estimation of the specular reflectance and the surface 
roughness parameters using the Torrance-Sparrow model

Specular reflectance and the surface roughness parameter

Figure 4.4. Flow diagram of estimating surface reflectance properties based on inverse ra-

diosity rendering.

where�� is 0, because there is no emission at patch � on the object. Finally, the diffuse

reflectance parameter at each surface point is estimated by calculating the average

among neighboring patches that share the point.

Here, the calculation of the radiosity �� of patch � is described in further detail.

Each patch consists of four points, and �� is represented as the sum of the color values

of the pixels that correspond to these points. Let us suppose that the patch � contains

pixels � and �. It should be noted that the pixel values )� and )� of � and � in ��	

 are

obtained with different light positions, ���� and ����, respectively, because the light

source attached to the rangefinder moves during measurement. The calculation of ��

requires the use of the color value �)� of the pixel � with the light position ����. From

Lambert’s law, the color value �)� can be obtained by:

�)� �
�� 
 ������

�� 
 ������
)�
 (4.8)

where�� and�� are normal vectors at pixels � and �. ������ and ������ are light vectors
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Figure 4.5. Calculation of radiosity.

with the light position ���� at pixels � and �. Note that in the case of � 
 � � �, the

color value �)� should be 0 in order to consider the measurability of light reflection.

4.3.2 Estimation of specular reflectance and surface roughness pa-

rameters based on the Torrance-Sparrow model

The specular reflectance and the surface roughness parameters are estimated using the

Torrance-Sparrow model as:

�� �
+

,�
���� �
	 ��� �

���

�
	 ���
)����

����
����

��* (4.9)

The specular reflectance parameter ��� and the surface roughness parameter �� at

the surface point � are estimated by solving the simultaneous equations of Equation

(4.9). In this case, the pixel values of the specular reflection components extracted from

the two images taken under two different illumination conditions and the previously

estimated ��� were used.
��
� ����� � ���
� � �����

����� � ���
� � �����
(4.10)

With respect to the attenuation coefficient of a point light source +.�� , the attenuation

by the distance between a certain object surface point and the point light source is set
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as unity, and the attenuation with respect to the rest of the surface points is calculated.

Note that the ��� estimated above should be scaled to Equation (4.9) before computing

the specular and surface roughness parameters.
��
� ����� �
	 ��� � ��� 
 )���������.��

�
��

����� �
	 ��� � ��� 
 )��������.��
�
��

(4.11)

When strong specular reflection is observed less than twice, the specular reflectance

and surface roughness parameters cannot be determined, and thus are obtained using

a linear interpolation method within a / �/ window, as described in Chapter 3. If

the window is small compared with the area that includes the undetermined reflectance

parameters, then the values of the reflectance parameters are interpolated linearly by

scanning the texture image horizontally.
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4.4. Experimental results

Objects A � E, which were used in the previous experiments, are used again for the

present experiment. Here, Object E is used in a preliminary experiment to demonstrate

that the proposed inverse radiosity method can eliminate the influence of diffuse in-

terreflections. Note that with respect to the window size used in interpolation method,

/ � � is fixed.

This experiment is conducted in order to confirm the effect of eliminating the in-

fluence of interreflections. Object E, having a right-angle fold, is separated into two

regions, Regions I and II, as shown in Figure 2.11(a). For this experiment, the two

setups described in Section 3.4 were used. The proposed inverse radiosity method was

then compared to the previous method [MTY01b, MTY01a, MTY02], described in the

Chapter 3, which does not consider interreflections in estimating reflectance parame-

ters. If interreflections occur, when the value estimated by the previous method should

be incorrect in that area. The results for diffuse (Setup 1) and specular (Setup 2) sur-

faces are shown in Figures 4.6 and 4.7, respectively. Each graph represents the RGB

channels of the diffuse reflectance parameter estimated by the respective methods. The

horizontal axis indicates the position of the surface point in the vertical direction of Ob-

ject E, and the vertical axis indicates the average diffuse reflectance parameter in the

horizontal direction. Figure 4.6 shows that the diffuse reflectance parameters estimated

by the previous method are large around the boundary between Regions I and II. In con-

trast, the diffuse reflectance parameters estimated by the present method are reduced

in this area, indicating the effectiveness of the inverse radiosity method. However, a

slight influence of interreflections remains for the glossy surface, as can be observed

in Figure 4.7, because interreflections due to the specular reflection also occur at the

boundary between Regions I and II in Setup 2. The diffuse reflectance parameter ob-

tained by the present method looks smoother than that obtained by the previous method

because the diffuse reflectance parameter of a point on the object is calculated as the

average of the diffuse reflectance parameters of four patches that share the point.
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Figure 4.6. Comparison with previous results for Object E with diffuse surfaces.
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Figure 4.7. Comparison with previous results for Object E with glossy surfaces.
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(a) Object A (b) Object B

(c) Object C (d) Object D

Figure 4.8. Difference between diffuse reflectance parameters estimated with inverse

radiosity and those estimated with the method in Chapter 3.

4.4.1 Estimated reflectance parameters

The following experiment was conducted in order to examine the effect of consider-

ing interreflections in reflectance parameter estimation of non-uniform objects, i.e.,

Objects A, B, C and D. Figures 4.8(a) � (d) illustrate the sum of the differences in

RGB channels of the diffuse reflectance parameters between the previous and present

methods. These images are shown in gray-scale using cylindrical coordinates having a

maximum value of 255. The difference is large in areas in which interreflections occur,

indicating that the present method is effective for objects that have non-uniform surface

reflectance properties and exhibit interreflections. Some areas have larger differences

than others. For example, the area of the beak of Object A and the arms and legs of

Objects B and C have remarkable differences. In the inverse radiosity method, the dif-

fuse reflectance parameter is calculated as the average of four patches, as explained for

the preliminary experiments. Therefore, the diffuse reflectance parameter that includes

the influence of specular interreflections is also smoothed, and this smoothing process

causes a large difference, compared to the previous method.
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4.4.2 Rendering results using the radiosity method and the Torrance-

Sparrow model

Finally, the virtual relighting of virtualized objects is demonstrated. Figures 4.9 �4.12

show the rendering results of virtualized objects (Objects A, B, C and D) under a virtual

lighting condition. A virtual light source is rotated around the virtualized object, and

the center of rotation is at the center of the object. Each figure shows the movement of

the light source from right to left of the object. Each object is fairly rendered under ar-

bitrary virtual illumination conditions without the influence of diffuse interreflections.

However, because specular interreflections cannot be removed, complicated areas of

Objects C and D contain some highlights compared with other areas. Areas that are

surrounded by color squares in Figure 4.13 show different result between the inverse

local rendering and the inverse rendering. For example, the diffuse reflection compo-

nent differs between the left and right images in (a). The rendering result of inverse

radiosity rendering shows a reduction in the influence of diffuse interreflections com-

pared to the result of inverse local rendering, and (b) shows that the influence of diffuse

interreflections is eliminated.
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Figure 4.9. Rendering results for Object A with the Torrance-Sparrow model.

Figure 4.10. Rendering results for Object B with the Torrance-Sparrow model.

Figure 4.11. Rendering results for Object C with the Torrance-Sparrow model.

Figure 4.12. Rendering results for Object D with the Torrance-Sparrow model.
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Inverse local rendering Inverse radiosity rendering
(a) Object A

Inverse local rendering Inverse radiosity rendering
(b) Object B

Figure 4.13. Difference between rendering results based on the inverse radiosity ren-

dering and the inverse local rendering in Chapter 3.
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4.5. Discussion

Again, the preliminary experiments are discussed, particularly Experimental Setup 2.

In Setup 1, it is proved that the inverse radiosity method can remove the influence of

diffuse interreflections because the radiosity rendering method can take the diffuse in-

terreflections into account. However, it should be noted that the radiosity rendering

method considers only diffuse interreflections. Due to this limitation, in Experimental

Setup 2, some errors remain. There are two possible approaches by which to ad-

dress this problem. The first is based on hybrid rendering, such as the combination

of radiosity and ray tracing rendering methods [WCG87, Shi90, Arv86]. This method

has a greater computational cost compared to single rendering methods. Therefore,

the inverse hybrid rendering method is computationally very expensive for estimating

surface reflectance properties and does not provide a solution to the above-mentioned

problem. The second method is based on a more efficient rendering method, which can

represent both diffuse and specular interreflections, that has recently been developed.

The usefulness of such a rendering method has been proven in the field of computer

graphics. This method, called the photon mapping rendering method [Jen01], is com-

putationally less expensive than the hybrid rendering method.

Moreover, in the inverse radiosity method, the object must be separated into patches

for calculation of the form factor. In order to address this problem, the hierarchical

construction of patches has been proposed [WEH89]. This method reduces the com-

putational cost by constraining the subdivision of patches according to surface normal.

However, a limitation exists in the finite element separation, and the method becomes

very costly for complex models and non-diffuse materials. The high cost of this method

for complex models is due to the fact that the radiosity algorithm computes values for

every patch in the model. Furthermore, the radiosity algorithms represent the solution

in a finite mesh, a tessellated representation of the real geometry. The representation

is inaccurate if the mesh is not carefully constructed, and, as a result, radiosity al-

gorithms have problems computing sharp features in the illumination. For example,

sharp shadow boundaries tend to be blurred. In contrast to radiosity, photon mapping

rendering does not require the separation of an object into patches. This method is

performed using a pixel in the scene image from the camera. Due the nature of this

method, lighting effects are physically represented. If inverse photon mapping can be

performed, more accurate surface reflectance parameters can be obtained.
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4.6. Conclusions

In this chapter, a new surface reflectance modeling method was proposed that is based

on densely estimating the non-uniform reflectance properties with diffuse interreflec-

tions for almost the entire surface of objects using a laser rangefinder in order to vir-

tualize real objects. In this approach, the radiosity rendering method was employed

so that diffuse interreflections can be considered when estimating surface reflectance

properties. The present method was shown experimentally to be useful for estimat-

ing the reflectance parameters of objects with diffuse interreflections that exhibit non-

uniform surface reflectance. However, a problem remains with respect to the influence

of specular interreflections. Because the radiosity method considers only diffuse inter-

reflections, the reflectance parameters may be influenced by specular interreflections.

In order to investigate this possibility, a preliminary experiment was conducted using a

simple object. It was confirmed experimentally that if specular interreflections occur,

then the estimated parameter contains some errors. In the next chapter, a method for

handling the problem of both diffuse and specular interreflections will be introduced.

Specifically, a global illumination rendering method called photon mapping will be

employed, in which all lighting effects in the real world are taken into account. Using

this method, faithful diffuse reflectance, specular reflectance and surface roughness

parameters will be obtained.
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Chapter 5

Inverse Photon Mapping for Dense

Reflectometry Estimation

5.1. Introduction

As described in the previous chapter, the radiosity algorithm is quite efficient at com-

puting the lighting distribution with respect to a simple model with diffuse materials.

However, because the radiosity rendering method considers only diffuse interreflec-

tions, when object reflectance properties are estimated using the inverse radiosity ren-

dering, it is impossible to eliminate the influence of specular interreflections. In addi-

tion, computation becomes very costly for complex models and non-diffuse materials.

The high computational cost for complex models is due to the fact that the radiosity

algorithm computes values for every patch in the model. Furthermore, the radiosity

algorithms represent the solution in a finite mesh, and a tessellated representation can

be very inaccurate if the mesh is not carefully constructed. Therefore, accurate object

geometry and efficient tessellation are required when using the radiosity to estimate

surface reflectance properties.

In this chapter, the photon mapping rendering method is used to solve the prob-

lem with the inverse radiosity rendering method. Using the inverse photon mapping

method, both diffuse and specular interreflections on the object surface can be taken

into account. Because the photon mapping rendering method does not require tessel-

lated patches, due to its pixel base calculations, the computational cost is low compared

with the radiosity rendering method. The photon mapping method is introduced in the
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following.

5.2. Photon mapping

For rendering both diffuse and specular interreflections, hybrid techniques exist that

combine the radiosity and ray-tracing methods. Radiosity is good for treating diffuse

reflections, whereas ray tracing is good for treating specular reflections. Hybrid meth-

ods use ray tracing to add specular reflections to radiosity [WCG87, Shi90, Arv86,

CRMD91, RPV93, ZS95]. However, representing specular reflection requires more

sampling rays after radiosity rendering has been applied to the object, which results in

a large computational cost.

Photon mapping, on the other hand, involves a different approach from the hybrid

techniques. The idea in photon mapping is to change the representation of illumina-

tion. Rather than tightly coupling lighting information with the geometry, the lighting

information is stored in a separate independent data structure called the photon map

[Jen01]. The photon map is constructed of photons emitted from the light sources and

traced through the reflectance model (i.e. the Torrance-Sparrow model). The photon

map contains information about all of the photon hits, and this information can be

used to efficiently render the model in a manner similar to that in which the radiosity

is used in hybrid techniques. The decoupling of the photon map from the geometry

offers a significant advantage in that the representation is not only simplified, but it is

also possible to use the structure to represent lighting in very complex models. The

combination of photon mapping and a Monte Carlo ray-tracing based rendering algo-

rithm results in an algorithm that is as general as pure Monte Carlo ray tracing but

that is significantly more efficient [Kaj86]. In fact, the calculation cost of the Monte

Carlo ray-tracing method grows exponentially with respect to the number of rays as

the number of reflections increases. For example, if ten rays are used to compute ir-

radiance, and each of these ten rays intersect another diffuse surface, which requires

another ten rays to compute the irradiance, and as a result, 100 rays are required in

order to compute the diffuse light reflected twice before being seen by the observer.

In the photon mapping rendering method [Jen01], an outgoing radiance " from a

surface point � is calculated in order to decide the surface color. Figure 5.1 shows

the geometrical arrangement for photon mapping rendering. The following equations
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Figure 5.1. Geometrical arrangement for photon mapping rendering.

form the rendering equations in the photon mapping method.

"��
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where"���
�� �, "���
�� �, "���
�� �� and #��
�� �
�� � represent the emitted radiance,

the reflected radiance, the incoming radiance, and a BRDF (i.e. the Torrance-Sparrow

model), respectively. #���
�� 
�
�� � and #���
�� 

�
�� � denote the diffuse and specular

terms in BRDF, respectively. "���
�� 
�� represents the direct illumination from the

light sources. "���
�� 
�� is referred to as the caustics, which represent the indirect

illumination from the light sources via specular reflection or transmission. "���
�� 
��

denotes the indirect illumination from light sources that have been reflected diffusely at

least once. Equations (5.1)� (5.4) indicate that the reflected radiance has the following

four components.
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(a) Monte Carlo ray tracing

method

(b) Photon mapping method

(10,000 photons)

(c) Photon mapping method

(100,000 photons)

(d) Photon mapping method

(1,000,000 photons)

Figure 5.2. Rendering results of photon mapping.
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where Equations (5.5)�(5.8) represent the direct illumination, specular and glossy re-

flection, caustics and multiple diffuse reflections terms, respectively. This equation is

used whenever the reflected radiance from a surface is computed. Figure 5.2 shows the

rendering results obtained using the Monte Carlo ray tracing method and the photon

mapping method. In (a), the rendering result has some noise due to the small number

of rays cast. On the other hand, in (b) � (d), the greater the number of distributed pho-

tons, the lower the sampling noise level. Based on these results, the photon mapping
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method can efficiently render the virtual image.

5.3. Estimation of surface reflectance parameters con-

sidering both diffuse and specular interreflections

Here, the outgoing radiance " in Equation (5.1) is equivalent to the reflected radiance

"� due to the assumption that the underlying objects have no emissions. Equations

(5.1) and (5.2) are theoretical models. Using Equation (2.9), the color ��� at surface

point � is represented by the following equation, which is referred to as the Ward

reflectance model [War92]:

��� � ���
���

2
� ���

)�����&�����.����

�2���
�

� ���
���

2
� ���5����
 ���
 ����
 (5.9)

where �� is the incoming radiance. 5����
 ���
 ��� denotes the specular term in Equa-

tion (2.12), and the other parameters are the same as in Equation (2.12). In practice,

the Ward model described above has five parameters for representing anisotropic ob-

ject surface reflectance properties. Because the object is assumed to have isotropic

reflectance properties, there are three unknown parameters: the diffuse reflectance, the

specular reflectance and the surface roughness parameters. �� is decided by counting

the number of photons that arrive at the point �. The photon is specifically traced us-

ing a Monte Carlo ray tracing method [Kaj86]. In this case, the photon is reflected or

absorbed according to the reflectance parameters, and only the photon that is reflected

is traced iteratively.

Figure 5.3 shows the flow diagram of the present method. This figure illustrates

process (D) in Figure 2.1 as described in Chapter 2. As an initial estimation, the re-

flectance parameters are obtained using a previous method based on inverse radiosity

rendering [MY02b, MY02a] in Figure 5.3(a). In this preprocessing, the diffuse re-

flectance parameter is estimated based on the inverse radiosity in order to consider

diffuse interreflections. The specular reflectance and the surface roughness parameters

are estimated based on the inverse local rendering (i.e. the Torrance-Sparrow model)

with no consideration of specular interreflections. Here, let � 	�	�
�� , � 	�	�

�� and �	�	�
� be the
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(a) Initial estimation of the diffuse reflectance, specular reflectance
and surface roughness parameters by the inverse radiosity method

(b) Estimation of specular reflectance and surface roughness      
parameters using the photon mapping rendering

Diffuse reflectance, specular reflectance
and surface roughness parameter

Figure 5.3. Flow diagram for the estimation of surface reflectance properties based on

inverse photon mapping.

reflectance parameters obtained in this process. These parameters are used as initial

parameters for the next process (b) in Figure 5.3.

Figure 5.4 illustrates the details of the iterative reflectance estimation process based

on inverse photon mapping in Figure 5.3 (b). In the following, the details of reflectance

parameter estimation are described.

The reflectance parameter estimation method based on inverse photon mapping is

separated into two processes, (a) and (b), shown in Figure 5.4. The first process is for

the diffuse reflectance parameter estimation ((a) in Figure 5.4), and the second process

is for the estimation of the specular reflectance and surface roughness parameters ((b)

in Figure 5.4). These processes are performed iteratively. In each process, the follow-

ing equation, which is derived from Equation (5.9), is minimized at each pixel in the

texture image:

�����
 ���
 ��� �
��

���

���� � 
�����
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Figure 5.4. Detail of reflectance estimation process based on inverse photon mapping.
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where ��� is the measured radiance (color intensity) at surface point �with light source

position �, 
��� is the irradiance that is computed from Equation (5.9) at surface point

� with light source position �, and � denotes the number of selected light positions at

surface point � in categories ��	

 , ����� and ����� among the selected light positions

�.

In process (a), the diffuse reflectance parameter ��� is estimated using a pixel that

is categorized as ��	

 . � 	�	�
�� , � 	�	�

�� and �	�	�
� are used to compute 
��� only at the first
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iteration. Here, the specular reflection term in Equation (5.9), �����5����
 ���
 ���, is

set to be 0 because the specular reflection cannot be observed.

In process (b), the specular reflectance ��� and the surface roughness �� parameters

are estimated using only pixels that are categorized as ����� or �����. � 	�	�
�� and �	�	�

� are

again used to compute 
��� only at the first iteration. The ��� estimated above is used in

Equation (5.9). When ��� and �� are estimated, the value of each reflectance parameter

is updated, and processes (a) and (b) are iterated ��� times. The reflectance parameter

is selected when differences between the real and synthetic images is the minimum

value among ��� samples. Because this is a non-linear equation with unknown param-

eters, the photon mapping rendering and estimation of surface reflectance parameters

is performed iteratively, and the difference between the real image and the synthesized

image is minimized (Equation (5.10)). A number of methods can be used to minimize

this equation, and the downhill simplex method is selected for this problem [BG01].

After the estimation process is complete, the specular reflectance and the surface

roughness parameters may not be correct, if the specular reflection component is ex-

ceedingly small. Such parameters are interpolated linearly by scanning the texture

image horizontally.
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5.4. Experimental results

In Chapter 3 and 4, two methods of inverse reflectometry (hereinafter referred to

as Method I and Method II) were proposed. In the following, using Object E, the

reflectance parameters estimated using the present method (hereafter referred to as

Method III) are compared with those obtained by Methods I and II. The effect of con-

sidering interreflections in surface reflectance parameter estimation is then examined

using Objects A � D with uniform and non-uniform surface properties. Finally, ren-

dered images are obtained based on reflectance parameters estimated using Method III.

See Figure 2.11 and 3.12 for the test objects used in these experiments.

A standard PC (Pentium 4, 3.06 GHz, memory: 2 GB) is used in the following

experiments. The number of photons is 2 million, and the proposed algorithm requires

approximately four hours to estimate the reflectance parameters of each object. The

threshold is fixed at ��� � ��.

5.4.1 Preliminary experiments

The performance of the present method was demonstrated in preliminary experiments

using a simple object (Object E). In particular, Method III was compared with Methods

I (which does not consider interreflections, as described as in Chapter 3) and II (which

considers only diffuse interreflections, as described as in Chapter 4). Object E consists

of two plates (Regions I and II) situated at a 90-degree angle with respect to each

other. The same two experimental setups described in Section 3.4 were used, and the

results are shown in Figure 5.5 for Setup 1 and in Figure 5.6 for Setup 2. Each graph

represents the RGB channels of the diffuse reflectance parameter estimated by the three

methods. The horizontal axis represents the position of the pixel along the vertical

direction of the object, and the vertical axis represents the average diffuse reflectance

parameter along the horizontal direction of the object. In Methods I and II, the value

of the diffuse reflectance parameter is large around the boundary between Regions I

and II due to the influence of interreflections. However, in Method III, the estimated

parameter is more stable, indicating that Method III can eliminate the influence of both

diffuse and specular interreflections.
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(a) R channel
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Figure 5.5. Comparison of the three proposed methods for Object E with diffuse sur-

faces.
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Figure 5.6. Comparison of the three proposed methods for Object E with glossy sur-

faces.
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5.4.2 Estimated reflectance parameters

In the next experiment, Objects A � D, shown in Figures 2.11, were used. These

objects have non-uniform or uniform diffuse and specular reflectance properties. The

computational times for these methods are listed in Table 5.1. The inverse photon map-

ping rendering takes longer to estimate the surface reflectance properties than Methods

I or II. This is because rendering the object image based on estimated reflectance pa-

rameters requires a great deal of time.

Table 5.1. Comparison of computational costs of the three proposed methods.
Object Method Computational Time [h:m]

Method I 0:20

A Method II 3:32

Method III 4:39

Method I 0:26

B Method II 3:51

Method III 4:58

Method I 0:23

C Method II 3:11

Method III 4:43

Method I 0:18

D Method II 2:34

Method III 4:21

Figure 5.7 � 5.10 show the cylindrical images of real objects and the difference im-

ages between real and synthetic images (rendered by photon mapping) for Methods II

and III for each test object (Objects A � D), respectively. The light position is located

at the top of the rangefinder. Synthetic images are rendered using estimated reflectance

parameters under the illumination conditions used for the real images. Note that lin-

ear interpolation is conducted when the specular reflectance and the surface roughness

parameters cannot be estimated due to an exceedingly small specular reflection value.

In Method II, the error due to the influence of specular interreflections is confirmed.

In particular, Objects A and B exhibit large errors at the areas showing inequalities
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Table 5.2. Average and variance of differences between real and synthetic images.
Object A Object B Object C Object D

Average Method II 17.7 20.1 8.7 13.3

Method III 1.11 1.06 0.51 0.92

Variance Method II 501.9 485.4 493.3 375.2

Method III 6.8 8.0 3.2 9.8

(i.e., the cat’s leg and neck, and the pig’s nose). Method III is not affected by such

influences. In addition, Table 5.2 shows the variance of differences between real and

synthetic images. Method III has much smaller variances than Method II for all of the

objects. These results show that Method III can accurately estimate each reflectance

parameter, even if diffuse and specular interreflections occur.

Figure 5.11 shows the relationship between the iterated process and the differences

between real and synthetic images. The vertical axis indicates the sum of differences

between the real and synthetic images, and the horizontal axis indicates the number of

iterations. Each graph shows that the iterated estimation process decreases the differ-

ence between real and synthetic images. However, the minimum difference may not

be the global minimum because the proposed iteration method ends when the number

of iterations reaches 50. Therefore, each graph illustrates pulsation of the differences.

In other words, the higher the number of iterations, the lower the differences. In this

experiment, the reflectance parameters of each object is determined when the number

of iterations are 34, 32, 39 and 35, respectively.
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(a) Real image

(b) Difference between real and synthetic images for Method II

(c) Difference between real and synthetic images for Method III

Figure 5.7. Differences between real and synthetic cylindrical images for Object A.
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(a) Real image

(b) Difference between real and synthetic images for Method II

(c) Difference between real and synthetic images for Method III

Figure 5.8. Differences between real and synthetic cylindrical images for Object B.
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(a) Real image

(b) Difference between real and synthetic images for Method II

(c) Difference between real and synthetic images for Method III

Figure 5.9. Differences between real and synthetic cylindrical images for Object C.
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(a) Real image

(b) Difference between real and synthetic images for Method II

(c) Difference between real and synthetic images for Method III

Figure 5.10. Differences between real and synthetic cylindrical images for Object D.
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(b) Object B
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(c) Object C
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(c) Object D
Figure 5.11. Relationship between the number of iterations and difference between

real and synthetic images for Objects A � D.
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5.4.3 Rendering results obtained using the photon mapping method

Figure 5.12 shows rendered images of Objects A � D based on reflectance parame-

ters estimated using the inverse photon mapping rendering. Although these images

are photorealistically rendered, some errors remain with respect to the geometry. For

example, some areas of the duck’s legs (a) are not rendered, and spike noise can be

observed around the cat’s legs (c). These errors are due to noise in the range images.

In order to solve this problem, it is necessary to interpolate the range data using the

data around these areas.
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(a) Rendering results for Object A

(b) Rendering results for Object B

(c) Rendering results for Object C

(c) Rendering results for Object D

Figure 5.12. Rendering results for Object A � D under arbitrary illumination condi-

tions.
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5.5. Discussion

Inverse photon mapping rendering has efficiently estimated the object surface reflectance

properties. However, the method has a problem with respect to computational time.

This problem is due to the time consumed by the photon mapping rendering. Although

photon mapping is faster than other global illumination rendering methods, the amount

of time required is still too great for rendering images by a standard PC. There are two

approaches by which to solve this problem.

The first involves simply implementing and calculating the photon mapping ren-

dering algorithm on fast graphics hardware (GPU). Recently, the photon mapping

rendering by such methods has been reported to be much faster than calculation by

CPU[PDC�03, PBMH02]. Using these methods, the inverse photon mapping render-

ing will be efficiently calculated.

In the second approach, the photon map is rendered only at the areas in which the

surface reflectance properties vary. In inverse photon mapping rendering, the entire

object surface is rendered in each iteration process. However, the areas at which the

reflectance parameters do not change need not be re-rendered. In order to address

this problem, in areas where the photon map does not change, the radiance of the

previously estimated area is used as a radiance cache. Although this algorithm causes

some errors in the reflectance parameter, the degree of trade-off between accuracy and

and real-time calculation can be controlled.

5.6. Conclusions

In this chapter, a new method has been proposed for densely estimating the non-

uniform reflectance properties of real objects based on the inverse global rendering

technique. The photon mapping rendering method has been proposed in order to solve

the inverse rendering equations. Using the proposed method, the reflectance param-

eters of objects having either uniform or non-uniform surface reflectance properties

and both diffuse and specular interreflections can be estimated. In order to verify

the present method, a preliminary experiment was conducted and the present method

was shown to be able to remove the influence of both diffuse and specular interreflec-

tions. In addition, an experiment was conducted using real objects having uniform
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or non-uniform reflectance properties and interreflections. The inverse photon map-

ping rendering was shown to be able to estimate object reflectance parameters with

no influence due to either diffuse or specular interreflections. In future research, the

proposed method will be improved in order to efficiently calculate the creation of the

photon map, and the computational cost will be reduced by using a GPU. The present

method can be applied to mixed-reality applications if it works in real time. In addi-

tion, the present method will be applied to an anisotropic surface. Although the objects

examined herein had isotropic surface reflectance, applying the present method to an

anisotropic surface reflectance should be possible by simply modifying the local illu-

mination model used in this chapter.
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Chapter 6

Conclusions

The objective of the present study was to develop a new surface reflectance modeling

method that can densely estimate non-uniform reflectance properties for almost the

entire object surface using a laser rangefinder for virtualizing real objects.

Multiple light source positions around the laser rangefinder were automatically se-

lected, so that both diffuse and specular reflection components were observed densely.

The proposed approach was shown experimentally to discriminately observe the dif-

fuse and specular reflection components on the object surface. However, even when

using the proposed approach, observing both reflection components over the entire sur-

face of an object is difficult. Therefore, the lighting conditions in the scene must be

planned in order to observe the reflection components densely.

Three methods were proposed for surface reflectance estimation based on the in-

verse rendering framework without the assumption of uniform object surface reflectance

properties:

� the inverse local rendering method,

� the inverse radiosity method, and

� the inverse photon mapping method.

The first approach is based on the inverse local rendering method, in which the

Torrance-Sparrow model is employed as a local illumination model, and the data of

range and multiple images obtained by the proposed light selection method are fitted

on the Torrance-Sparrow model. The surface reflectance parameters are then estimated.
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In order to verify the applicability of the proposed inverse local rendering method, an

experiment was conducted in order to show that the reflectance parameters can be

estimated at each object point for objects with non-uniform reflectance properties. In

addition, the influence of interreflections revealed the need for estimation considering

interreflections.

The second and third approaches are based on the inverse global rendering method

for solving the problem involved in the inverse local rendering (i.e. interreflections).

In the second approach, the radiosity rendering method, which can represent diffuse

interreflections, was employed. This method can also be used to estimate non-uniform

surface reflectance properties using multiple images obtained based on the light selec-

tion method. The advantage of the proposed method is the elimination of diffuse inter-

reflections. However, the problem concerning the influence of specular interreflections

remains.

In the third approach, the photon mapping method, which can represent all of the

lighting effects in the real world, is employed. This rendering method is rapid and has

low memory cost compared to other global illumination rendering methods. Unlike the

radiosity rendering method, this method is independent of the complexity of the object

geometry. Therefore, the inverse photon mapping method can be applied to objects

with various reflectance properties. Experiments have shown that the third method

exhibits the best performance among the three methods proposed in this study. The

advantage of the inverse photon mapping method is that not only diffuse interreflec-

tions but also specular interreflections are considered in reflectometry estimation. As

a result, the estimated parameters can be obtained without the influence of both inter-

reflections.

In future studies, the following items will be investigated further:

� Light planning in observing the object surface reflection component.

� Automatic estimation of scene lighting conditions.

� Real-time estimation using graphics hardware.

The first item can improve the light selection method so as to observe both object sur-

face reflection components more accurately and densely. The second item helps to

merge the virtual and virtualized objects into the real world. Because the proposed
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method can be used to estimate object reflectance parameters, faithfully representing

the object is easy if the lighting condition is known. The third item is concerned

with rapid estimation by implementing the algorithm on high-speed graphics hard-

ware (GPU). Photon mapping rendering has already been implemented on GPUs in

other studies. Therefore, using these methods, the proposed estimation processes can

be performed in real time. Real-time estimation is extremely useful in the fields of

computer vision and graphics. If the three above-described items are achieved, the

proposed technique can be practically applied to a number of fields, such as mixed

reality.
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