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ABSTRACT

This paper describes a geometric registration method for superim-
posing CG objects onto a real video acquired in outdoor environ-
ments. The method is applicable to various augmented reality sys-
tems such as pre-visualization tools which provide a director and
other stuffs with information of the positional relation among real
and virtual actors in preproduction of filmmaking. We have already
developed a registration method using landmark database which
stores positions of sparse feature points with their view-dependent
image templates. The database is generated in advance by using
a structure-from-motion technique which requires measuring some
absolute positions of feature points manually in the environment.
To skip the measurement process, we newly propose a method to
construct a landmark database from omnidirectional videos and
GPS positions. This paper also reports some experimental results
with the proposed method.

Keywords: Geometric Registration, Landmark Database, 3-D Re-
construction.

1 INTRODUCTION

This paper describes a model-based geometric registration method
to superimpose CG objects onto a real video acquired in outdoor
environments. This kind of technique is applicable to various aug-
mented reality systems including pre-visualization tools of film-
making [1, 2] and guidance systems equipped with wearable com-
puters [3, 4]. Pre-visualization tools using augmented reality are
usable in substitution for traditional storyboards. In preproduc-
tion of filmmaking, they provide directors and other stuffs with
information of the positional relation among real and virtual ac-
tors/objects by presenting CG objects superimposed on a captured
video through a monitor. Accurate positions and postures of a cam-
era are required to display CG objects at geometrically correct po-
sitions. While camera pose information sometimes can be obtained
from other sensors equipped with a dolly or a crane, there are many
scenes where such large-sized facilities are not suitable for outdoor
environments. Wearable guidance systems based on augmented re-
ality are used by people in daily life. The systems present anno-
tations overlayed on a user’s view image through a head-mounted
display in real-time. Displaying annotations enable users to grasp
positions of objective buildings and spots intuitively in their field of
view. The annotations should be displayed at correct positions even
if users walk around in a wide area.

In these applications, the main problem is real-time geometric
registration so that superimposed objects do not drift with passage
of time without any markers even if the camera moves widely. For
this problem, a number of real-time registration methods using 3-
D models such as wire frame models [5–8] were proposed. These
methods require accurate 3-D modes to estimate accurate positions
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and postures of a camera. However, it is difficult to reconstruct
complex scenes such as natural environments with hands.

On the other hand, registration methods which do not require any
artificial markers and 3-D models have already been developed [9–
11]. Such methods require a landmark database which stores 3-D
positions of sparse feature points with their view-dependent visual
features. Construction of the database is done semi-automatically
by using a structure-from-motion technique which requires some
absolute 3-D positions of feature points and their correspondences
between the world and image coordinate systems.

In this paper, we propose a registration method which is based
on using landmark database generated from omnidirectional videos
and GPS positions. We newly improve the method for constructing
a landmark database so as to skip the manual measurement pro-
cess. The construction of landmark database is basically an exten-
sion of the structure-from-motion algorithm using GPS positions
[12, 13] for an omnidirectional multi-camera system (OMS). Us-
ing this method enables us to obtain absolute positions of natural
feature points and absolute camera positions and postures in the
geodetic coordinate system full-automatically. In the remainder of
this paper, the registration method using landmark database is first
briefly described in Section 2. The generation of landmark database
using an omnidirectional video and GPS positions is then described
in Section 3. In Section 4, the validity of the method is demon-
strated by experiments with a real outdoor scene. Finally, we give
conclusion and future work in Section 5.

2 GEOMETRIC REGISTRATION USING LANDMARK
DATABASE

This section describes the registration method using the feature
landmark database. First, the elements of the feature landmark
database are defined. How to use that information to estimate posi-
tions and postures of a camera is then described.

2.1 Elements of Feature Landmark Database

Feature landmark database consists of a number of landmarks as
shown in Figure 1. Each landmark retains the 3-D position of itself
(1), and multiple view-dependent image templates and their geo-
metric information (2). The former is used with 2-D position of
a feature point detected in an input image in order to estimate po-
sition and posture of the camera. The latter is used for a robust
matching between the landmark image template and input image
acquired from various directions. These database elements are gen-
erated from omnidirectional videos by a 3-D reconstruction method
described later.

(1) 3-D position of landmark
3-D coordinate of each landmark is estimated by 3-D recon-
struction of the environment and is obtained in the world co-
ordinate system. The X and Y axes of the world coordinate
system are aligned to the ground and the Z axis is vertical to
the ground.

(2) Information for view-dependent image template
This information is used to find correspondences between fea-
ture points in an input image and the landmarks.
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Figure 1: Elements of feature landmark database.
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Figure 2: Landmark and its image template.

(A) Position and posture of omnidirectional camera
Position and posture of omnidirectional camera are re-
tained in the world coordinate system. They are used
to select landmarks from the database to match with the
input image.

(B) Multi-scale image template of landmark
Image template is created by rectifying the omnidirec-
tional image so as to be vertical to the line passing
through the landmark’s 3-D position and the omnidi-
rectional camera’s position, as shown in Figure 2.

(C) Normal vector of image template
As shown in Figure 2, the normal vector of image tem-
plate is the normal vector of the plane which is ver-
tical to the line passing through the landmark’s 3-D
coordinate and the omnidirectional camera’s position.
It is used to select an image template for matching
from multi-directional image templates taken by differ-
ent camera positions.

(D) Base scale of image template
As shown in Figure 2, the scale of image template is the
size of the plane used to create the image template. The
scale size is retained in the world coordinate system,
and the base scale is determined so that the resolution
of the omnidirectional image and the image template
becomes nearly equal.

2.2 Algorithm of Registration
This section describes a camera position and posture estimation al-
gorithm based on the feature landmark database. This algorithm
assumes that the initial camera position and posture are estimated
by another method. In the subsequent frames, first, landmarks are
selected from the landmark database by using the previous cam-
era position and posture. Detecting natural features from the input
image and matching them with the landmark image templates, the

correspondence between landmark and input image is then estab-
lished. Lastly, camera position and posture are estimated from the
correspondences between landmarks and input image. The follow-
ing sections describe these steps.

2.2.1 Selecting Landmark from Landmark Database
To find a correspondence with a feature point in the input image,
several landmarks are selected from numerous landmarks in the
landmark database. Furthermore, to handle partial occlusions and
aspect changes, an image template with the nearest appearance to
the input image is chosen from a number of image templates. Con-
sidering the appearance, it is ideal if the image template and input
image are taken in the same position. However, the camera po-
sition and posture of the input image are not yet estimated. We
use the camera position and posture of the previous frame as a re-
placement. Landmarks satisfying the following requirements are
selected to make correspondence with the input image.

(requirement 1) Landmark has to be in the image when project-
ing its 3-D coordinate using the previous camera position and
posture: We project the landmark’s 3-D position on the input
image by using previous camera position and posture. Only
the landmarks projected in the input image frame are selected.

(requirement 2) Distance between the camera position where the
landmark was taken and the camera position where the input
image was taken should be small: We actually calculate the
distance between the camera position when the landmark was
taken and the camera position of the previous frame, and se-
lect landmarks under the threshold.

(requirement 3) Angle between the normal vector of the image
template and the vector from landmark to camera position
when the input image was taken should be smallest of all
the image templates of the landmark: We select the image
template if angle θ between the normal vector of the image
template and the vector from landmark to previous camera
position is the minimum for all image templates of the same
landmark. If the angle θ of the selected image template is
over the threshold, that landmark is not selected.

(requirement 4) Landmark must not be adjacent to already se-
lected landmarks: First, the input image is divided in a grid.
We project the landmarks on the input image by using the pre-
vious camera position and posture, and only select one land-
mark per each grid.

Landmarks that satisfy the requirement 1 are selected first. Then,
the selected landmarks are narrowed down to a fixed number of
landmarks by the ascending order of the distance mentioned in the
requirement 2. From the list of landmarks, landmarks with smaller
angles in the requirement 3 are picked up one by one, and are re-
peated until a fixed number of landmarks that satisfy the require-
ment 4 are chosen.

2.2.2 Determining Correspondence between Landmark
and Input Image Feature

The next step is to find the correspondences between selected land-
marks and features in an input image. Natural features are detected
from the input image, and are corresponded with the selected land-
marks.

Detecting Natural Feature from Input Image To find the
correspondence between landmarks and input image, natural fea-
ture points are detected from the input image by Harris opera-
tor[14]. In this step, a landmark is projected to the input image,
using previous camera position and posture. On the assumption that
the corresponding point for the landmark exists near the projected
point, natural feature points are detected within a fixed window sur-
rounding the projected point. The detected feature points are listed
as correspondence candidates of the landmark.



Matching Between Landmark Image Template and Input
Image In this step, each landmark is compared with its corre-
spondence candidates. First, an image pattern is created for each
natural feature point listed as a correspondence candidate. Next,
the landmark image template is compared with each image pattern
by normalized cross correlation. Then, the feature point with the
most correlative image pattern is selected, and its neighboring pix-
els are also compared with the landmark as correspondence can-
didates. Lastly, the most correlative feature point is corresponded
with the landmark.

2.2.3 Camera Position and Posture Estimation Based on
Established Correspondences

Camera position and posture are estimated from the list of 2-D and
3-D correspondences acquired from the matching between land-
marks and input image. First of all, outliers are eliminated by
RANSAC[15]. Then, camera position and posture are estimated,
using only the correspondences that are supposed to be correct. As a
result, camera position and posture with the minimum re-projection
error becomes the answer. Here it should be noted that more than
five correspondences are required in order to determine camera po-
sition ans posture uniquely.

3 GENERATION OF LANDMARK DATABASE FROM OMNIDI-
RECTIONAL VIDEO AND GPS POSITIONS

The requirements to obtain the elements of the landmark database
described in the previous section are positions and postures of OMS
and 3-D positions of natural feature points. This section describes
a 3-D reconstruction method which enables us to estimate these pa-
rameters. In our 3-D reconstruction method, the general structure-
from-motion algorithm is enhanced to treat multiple videos ac-
quired with OMS and GPS position information. In the general
structure-from-motion algorithm, re-projection error that is obser-
vation error is minimized to obtain camera path parameters and 3-D
positions of feature points. In the proposed method, an error func-
tion combining re-projection error and the error concerning GPS is
simultaneously minimized. First, in this section, we explain omni-
directional multi-camera system. We then define a new error func-
tion combining re-projection error and the error function concern-
ing GPS. Finally, the algorithm to minimize the new error function
is described.

Note that the following conditions are assumed: (i) OMS and
GPS are correctly synchronized; (ii) the geometrical relation be-
tween all the cameras and the GPS receiver is always fixed; (iii) the
distance between the GPS receiver and the representative camera
of the OMS is known, and the direction of GPS receiver in camera
coordinate system is unknown. In this paper, it is also assumed that
OMS has been calibrated in advance [16] and the intrinsic camera
parameters (including lens distortion, focal length and aspect ratio)
of each element camera of OMS are known.

3.1 Omnidirectional Multi-camera System

Omnidirectional multi-camera system is constructed of a set of el-
ement cameras such as Ladybug (Point Grey Research) which can
obtain omnidirectional videos as shown in Figure 3. As mentioned
above, we assume that position and posture relations among ele-
ment cameras are known and fixed in this paper. The positions and
postures of all the cameras can be relatively expressed as a pair of
position and posture of a representative camera．In the i-th frame,
the transformation from the world coordinate system to the cam-
era coordinate system of each element camera c can be expressed
by the following matrix �ic by using the transformation �c from
the world coordinate system of a calibration process to the camera
coordinate system of the camera c �� 0�1�2�3���n�.

�ic ��c��0�
�1
�i0 �

�
�ic tic
0 1

�
� (1)

Figure 3: A sampled frame of an acquired omnidirectional video.
Right bottom is an image of vertical element camera. Others are
horizontal ones.

where tic and �ic represent the translation and the rotation from the
world coordinate system of the i-th frame to the camera coordinate
system of the camera c. This problem is treated as estimation of po-
sition (�i � �i0) and posture (ti � ti0) of the representative camera
(c=0).

3.2 Error Function for Optimization Process

Re-projection Error Re-projection error is generally used for
extrinsic camera parameter recovery based on feature tracking. The
method for minimizing the sum of squared re-projection error is
usually referred to as bundle adjustment. The re-projection error
Φi jc for the feature j in the i-th frame of the camera c is defined as
follow.

Φi jc � �qi jc� q̂i jc�� (2)

where q̂ represents the 2D projected position of the feature’s 3D
position and q represents the detected position of the feature in the
image. The 2D projected position q̂ of the 3-D position p j of the
feature j whose depth is z is calculated by the following equation.

�
zq̂i jc

z
1

�
��icp j� (3)

Error of GPS positions Generally, if GPS positions and esti-
mated parameters do not contain any errors, the following equation
is satisfied in the i-th frame among the parameters (position ti, pos-
ture �i), GPS position gi and the position of GPS receiver d in the
camera coordinate system.

�igi� ti � d �i �� �� (4)

where � denotes a set of frames in which GPS positions are ob-
tained. However, unfortunately GPS position gi and the parameters
ti and�i usualy contain some errors. We introduce the following er-
ror function Ψi as an error of measured GPS position, which means
the distance between the measured position of the GPS receiver and
the predicted one.

Ψi � ��igi� ti�d�� (5)
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Figure 4: Overview of the proposed algorithm.

Error Function Concerning Feature and GPS The new er-
ror function E is defined as follows:

E �
ω
�� � ∑

i��

Ψ2
i �

1

∑i ∑c ��ic�
∑
i

∑
c

µi ∑
j��ic

w jΦ2
i jc�

where ω means a weight for Ψi, and �ic denotes a set of feature
points detected in the i-th frame of the camera c. The coefficients
µi and wj mean the confidences for frame and feature, respectively.
wj represents the confidence coefficient of feature point j, which
is computed as an inverse variance of re-projection error Φi j . The
coefficient µi denotes the confidence of the i-th frame. Two terms in
the right-hand side in Eq. (6) is normalized by �� � and ∑i ∑c ��ic�
so as to set ω as a constant value independent of the number of
features and GPS positioning points.

3.3 Algorithm of 3-D Reconstruction
The proposed method basically consists of feature tracking and op-
timization of camera parameters as shown in Figure 4. First, two
processes of (A) feature tracking and (B) initial parameter estima-
tion are performed in order. At constant frame intervals, the local
optimization process (C) is then carried out to reduce accumula-
tive errors. Finally, estimated parameters are refined using many
tracked feature points in the global optimization process (D). In the
processes (C) and (D), a common optimization is performed. The
difference in both processes is the range of optimized frames. In the
process (C), the range of optimization is a small part of the input
frames because future data cannot be treated in sequential process.
On the other hand, in the process (D), all the frames are optimized
and updated.

(A) Feature tracking : The purpose of this step is to deter-
mine corresponding points between the current frame i and the pre-
vious frame �i�1�. The main strategy to avoid mismatching in this
process is that feature points are detected at corners of edges by
Harris operator [14] and detected feature points are tracked robustly
with a RANSAC [15] approach. Note that feature point tracking is
carried out in intra- and inter-camera images of OMS.

In the first step (a), natural feature points are automatically de-
tected by using the Harris operator for limiting feature position
candidates in the images. In the next step (b), every feature in
the �i�1�-th frame is tentatively matched with a candidate feature
point in the i-th frame by using a standard template matching. In
the third step (c), tentative parameters are then estimated by select-
ing correct matches using a RANSAC approach [15]. In the final
step (d), every feature is re-tracked within a limited searching area
in image frames of all the element cameras, which can be computed
by the tentative parameters and 3D positions of the features.

(B) Initial parameter estimation : This processes computes
3D positions of feature points and position and posture parameters
of cameras which minimize the sum of squared re-projection errors.
In this process, the parameters of the current frame i are computed

k framesl frames l frame

optimized frames

i
i-(k+l)+1 i-l

representative camera

GPS position

updated frame

Figure 5: Optimized frames in the process (C).

by using the tracked feature points. The error function Einit defined
by Eq. (6) is minimized to optimize both the parameters ti and �i
of all the frames and 3D positions of all the feature points.

Einit � ∑
j��ic

w jΦ2
i jc� (6)

(C) Local optimization : In this process, the frames from the
�i��k� l��1�-th to the current frame are used to refine the camera
parameters from the �i��k� l��1� to the �i� l�-th frames, as illus-
trated in Figure 5. This process is designed to use feature points and
GPS positions obtained in the frames around the updated frames.
To reduce computational cost, this process is performed every k
frames. Note that the estimation result is insensitive to the value of
l if it is large enough. The constant l is set as tens of frames to use a
sufficient number of feature points reconstructed in the process (B).
The constant k is set as several frames, which is empirically given
so as not to accumulate errors in the initial parameters estimated in
the process (B). The weight µi ��� � in which GPS positions are
obtained is set as larger number than other frames.

(D) Global optimization : The optimization in the process (C)
dose not provide sufficient accuracy for a final output because it is
performed for a part of frames and GPS positions for feedback to
feature tracking process (A). The purpose of this process is to refine
parameters by using tracked features and GPS positions in all the
frames. The algorithm of this process is the same as the narrow
optimization process (C) when l and k are set as several hundred
frames except that divided ranges are independent of each other.

4 EXPERIMENTS

To construct the landmark database, we used Ladybug (resolution
of element camera 768x1024, 15fps) and a GPS receiver (Nikon
LogPakII, horizontal accuracy�3.0 cm, vertical accuracy�4.0 cm)
mounted on a car as shown in Figure 6. Captured image sequence
consists of 100 frames long with 6 images per each frame (totally
600 images). The distance between the first frame and the last frame
is about 40m. Then, the landmark database is created by estimat-
ing camera path and 3-D coordinates of natural features. For every
landmark, multi-scale image template with three different scales of
15 � 15 pixels each, is created per each camera position. The num-
ber of landmarks created in this experiment is about 10,000, and
the number of image templates created per each landmark is 8 on
average. Figure 7 shows a part of estimated camera path and 3-
D positions of natural feature points in constructing the landmark
database.

Next, we have captured a 300 frames long monocular video im-
age sequence (720 � 480 pixels, progressive scan, 15fps) with a
video camera (SONY DSR-PD-150) and camera position and pos-
ture are sequentially estimated using the landmark constructed ear-
lier. To give the initial position and posture of the camera, im-
age coordinates of six landmarks are manually specified in the first
frame of the input sequence. The maximum number of landmarks
selected from the database to correspond with input image is 100
per frame, the window size for detecting natural features from input
image is 120 � 60 pixels, and the number of RANSAC iterations is
500. As a result, processing time for a frame was about 3.4 seconds
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Figure 6: Equipments for acquisition of images and GPS positions.
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Figure 7: Estimated camera path of the OMS and 3-D positions of feature landmarks.

with a PC (Intel Pentium4 3GHz CPU �2, 1.5GB RAM). Figure 8
also shows the result of match move; matching virtual 3-D objects
to the camera movements using the estimated camera position and
posture as shown in Figure 9. It can be observed that the CG person
and tank are drawn in geometrically correct positions throughout
the sequence.

5 CONCLUSION

This paper describes a geometric registration method using land-
mark database generated from omnidirectional videos and GPS po-
sitions. The method enables us to obtain absolute positions and
postures of a camera. In construction of landmark database, any
manual measurement processes are not required. Experiments indi-
cate that geometric registration of a video sequence captured with a
general single camera is successfully achieved.

We will experiment the proposed method in a larger environment
than the current one. As our future works, for use in augmented re-
ality applications, we must investigate the method to estimate cam-
era position and posture in real-time and to estimate the initial po-
sition and posture automatically.
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[5] A. I. Comport, É. Marchand and F. Chaumette: “A real-time tracker
for markerless augmented reality”, Proc. 2nd IEEE and ACM Int.
Symp. on Mixed and Augmented Reality, pp. 36–45 (2003).

[6] E. Rosten and T. Drummond: “Fusing points and lines for high per-
formance tracking”, Proc. 10th IEEE Int. Conf. on Computer Vision,
Vol. 2, pp. 1508– 1515 (2005).

[7] H. Wuest, F. Vial and D. Stricker: “Adaptive line tracking with multi-
ple hypotheses for augmented reality”, Proc. 4th IEEE and ACM Int.
Symp. on Mixed and Augmented Reality, pp. 62–69 (2005).



1-th frame 13-th frame 25-th frame 37-th frame

49-th frame 61-th frame 73-th frame 85-th frame

97-th frame 109-th frame 121-th frame 133-th frame

Figure 8: CG person and object superimposed onto captured frames.

Figure 9: Estimated positions and postures of a handy camera.

[8] L. Vacchetti, V. Lepetit and P. Fua: “Combining edge and texture in-
formation for real-time accurate 3D camera tracking”, Proc. 3rd IEEE
and ACM Int. Symp. on Mixed and Augmented Reality, pp. 48–57
(2004).

[9] D. Burschka and G. D. Hager: “V-GPS (SLAM): Vision-based inertial
system for mobile robots”, Proc. the 2004 IEEE Int. Conf. on Robotics
and Automation, pp. 409–415 (2004).

[10] I. Gordon and D. G. Lowe: “Scene modelling, recognition and track-
ing with invariant image features”, Proc. 3rd IEEE and ACM Int.
Symp. on Mixed and Augmented Reality, pp. 110–119 (2004).

[11] M. Oe, T. Sato and N. Yokoya: “Estimating camera position and pos-
ture by using feature landmark database”, Proc. 14th Scandinavian
Conf. on Image Analysis, pp. 171–181 (2005).

[12] Y. Yokochi, S. Ikeda, T. Sato and N. Yokoya: “Extrinsic camera pa-
rameter estimation based on feature tracking and GPS data”, Proc. 7th
Asian Conf. on Computer Vision, Vol. 1, pp. 369–378 (2006).

[13] D. Nistér, O. Naroditsky and J. Bergen: “Visual odometry”, Proc.
2004 IEEE Computer Society Conf. on Computer Vision and Pattern
Recognition, Vol. 2, pp. 964–971 (2004).

[14] C. Harris and M. Stephens: “A combined corner and edge detector”,
Proc. 4th Alvey Vision Conf., pp. 147–151 (1988).

[15] M. A. Fischler and R. C. Bolles: “Random sample consensus: A
pradigm for model fitting with applications to image analysis and au-
tomated cartography”, Communications of the ACM, 24, 6, pp. 381–
395 (1981).

[16] S. Ikeda, T. Sato and N. Yokoya: “High-resolution panoramic movie
generation from video streams acquired by an omnidirectional multi-
camera system”, Proc. IEEE Int. Conf. on Multisensor Fusion and In-
tegration for Intelligent System, pp. 155–160 (2003).



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 2.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 2.40
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 100
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 2.40
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 100
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /ENU (Use these settings to create PDF documents with higher image resolution for improved printing quality. The PDF documents can be opened with Acrobat and Reader 5.0 and later.)
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /KOR <FEFFd5a5c0c1b41c0020c778c1c40020d488c9c8c7440020c5bbae300020c704d5740020ace0d574c0c1b3c4c7580020c774bbf8c9c0b97c0020c0acc6a9d558c5ec00200050004400460020bb38c11cb97c0020b9ccb4e4b824ba740020c7740020c124c815c7440020c0acc6a9d558c2edc2dcc624002e0020c7740020c124c815c7440020c0acc6a9d558c5ec0020b9ccb4e000200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe7f6e521b5efa76840020005000440046002065876863ff0c5c065305542b66f49ad8768456fe50cf52068fa87387ff0c4ee563d09ad8625353708d2891cf30028be5002000500044004600206587686353ef4ee54f7f752800200020004100630072006f00620061007400204e0e002000520065006100640065007200200035002e00300020548c66f49ad87248672c62535f003002>
    /CHT <FEFF4f7f752890194e9b8a2d5b9a5efa7acb76840020005000440046002065874ef65305542b8f039ad876845f7150cf89e367905ea6ff0c4fbf65bc63d066075217537054c18cea3002005000440046002065874ef653ef4ee54f7f75280020004100630072006f0062006100740020548c002000520065006100640065007200200035002e0030002053ca66f465b07248672c4f86958b555f3002>
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
  >>
>> setdistillerparams
<<
  /HWResolution [300 300]
  /PageSize [594.992 841.890]
>> setpagedevice


